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As the number of disciplines included in the multidisciplinary design optimization (MDO)
process continues to increase, it is envisioned that some of the disciplinary tools will take the
form of surrogate models, while others remain physics-based, depending on the requirements
and stage of the design process. To simulate this in the context of an aerostructural optimization
of an aircraft wing, the work presented herein features a high-fidelity aerodynamic flow solver,
while a surrogate is employed to model the wing structure. This approach includes the evaluation
of the sensitivities of both the aerodynamic and structural disciplines, using a coupled-adjoint
formulation to enable gradient-based optimization. An important aspect of the method is that
the surrogate is trained only once, prior to the optimization, and held fixed throughout. The
surrogate in effect parameterizes the structural design process, and outputs the weight and
stiffness of an optimized structure, given inputs of geometry parameters and sizing loads. To
minimize the number of surrogate inputs and enable the representation of the entire structural
design space, parameterized loads are used to build the surrogate. The method is applied to the
optimization of the NASA Common Research Model (CRM), illustrating the effectiveness of the

new approach.

Nomenclature
A = vector of beam cross sectional areas
Az(;lzam = beam cross sectional area for beam segment i
A, = vector of Fourier coefficients for a parameterized lift distribution
A, = concatenation of A,, and (x/c). p vectors, and wing Cr.
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AR = wing aspect ratio

B = vector of beam parameters for sized wing structure
b = wing span

c = local chord (unless otherwise noted)

Cm,0cC = sectional pitching moment coefficient, about quarter-chord
Cn = sectional pitching moment coefficient

Cav = average chord of the wing

C = sectional lift coefficient

CL = aircraft lift coefficient

Cp = aircraft drag coefficient

cy = thrust specific fuel consumption

C, = pressure coefficient

= vector of all design variables (unless otherwise noted)

D¢ = NSU3D geometric input parameters derived from design variables
Dy = design variables that are shared between aerodynamic and structural disciplines, a subset of D
D, = design variable for angle-of-attack
Fp = discrete forces derived from CFD sectional forces to be applied to beam model
Fy; = sectional force coefficients and chords at a set of spanwise stations
Fr = total force coefficients
G = mesh deformation residuals
I, = vector of beam second moments of area about the out-of-plane bending axis
yl(;zam = beam second moment of area about the out-of-plane bending axis for beam segment i
1, = vector of beam second moments of area about the in-plane bending axis
1 z](fe)am = beam second moment of area about the in-plane bending axis for beam segment ¢
J = vector of beam polar second moments of area
J ,gie)am = beam polar second moment of area for beam segment i
K = stiffness matrix of the beam model
L/D = lift-to-drag ratio
t = thicknesses of structural shell elements in S4Wing model
OBJ = objective function (unless otherwise noted)
R = flow residuals (unless otherwise noted)
Re = Reynolds number



R? = coefficient of determination

S = structural residuals

t/c = thickness to chord ratio at several spanwise stations

u = vector of structural state variables

UTR = beam sectional twist and bending deflections

Urm = sectional wing deflections used for CFD analysis

Ug = nodal deflections for S4Wing structural model

Voo = true airspeed

Wac = aircraft maximum take-off weight

Wy = fuel weight

Worher = the total weight of every part of the aircraft other than the structural wing weight
Wws = wing structural weight for one wing, excluding the center wingbox

Wws.center = center wingbox structural weight for one wing

X = mesh coordinates

XB = vector of coordinates of beam elastic axis for sized wing structure

xB,(Ci) = x coordinate of beam elastic axis point (i)

xB§,i) = y coordinate of beam elastic axis point (i)

xBéi) = z coordinate of beam elastic axis point (i)

(x/¢)ep = center-of-pressure chordwise location at a given spanwise wing station

Xsf = wing surface coordinates from updated design variables and structural deflections
b1 = weighting factor on the first term of the objective

Ba = weighting factor on the second term of the objective

AATE = change in wing trailing-edge sweep at the kink station

n = non-dimensional spanwise coordinate based on centerline (0.0 at centerline, 1.0 at tip)
n’ = non-dimensional spanwise coordinate based on wing root (0.0 at root, 1.0 at tip)
ATE.ibk = wing trailing-edge sweep inboard of trailing-edge kink station

Ax = adjoint vector associated with variable X

0 = non-dimensional spanwise coordinate for the Glauert Fourier series

o = stresses in S4Wing structural model

()€ = denotes the cruise case

() = denotes the sizing load case

w = vector of aerodynamic state variables



I. Introduction

A. Background

The aerostructural optimization of aircraft wings typically involves a large number of design variables and constraints,
as well as requiring advanced tools and expertise from multiple engineering disciplines. To address these challenges,
the numerous approaches that have been developed over the years have focused on three general areas of development
[L]: 1) sensitivity analysis to enable efficient gradient-based optimization, ii) approximation modeling to mitigate long
run times, and iii) problem decomposition to accommodate organizational constraints. From the point of view of
computational efficiency, it has been shown that gradient-based optimization algorithms, used in conjunction with the
coupled-adjoint technique for computing gradients, provide the greatest degree of scalability to large problems [2} 3]].
However, implementing such approaches in an industrial setting can be challenging from an organizational perspective,
especially as the number of disciplines considered is increased. In particular, the validation of system-level results
based on the inputs of a diverse community of experts can be a significant difficulty in large-scale MDO initiatives [4].
Specialized tools are typically developed by different engineering departments, and the inherent complexity of aircraft
design demands a high degree of knowledge and tool specialization. In such an environment, the identification of design
responsibilities and the sharing of disciplinary tools must be done in a careful manner, to ensure their proper application
at all stages of design [3]].

These organizational challenges can be mitigated by the use of a distributed MDO architecture, in which the overall
optimization problem is decomposed into disciplinary sub-optimizations [6]. However, distributed methods are often
less efficient than monolithic architectures [7, I8]. Some researchers have endeavored to mitigate this issue by only
using sub-optimizations for less costly disciplines, while leaving expensive disciplines to be optimized by the system
level optimizer [9]. However, the use of any sub-optimization in an MDO architecture increases the complexity of
gradient-based methods at the system level, because coupled post-optimality sensitivities (CPOS) are required [10]. This
increased complexity, together with the aforementioned efficiency penalty, make distributed architectures less attractive,
yet they continue to be the choice of industry due to the great need to build upon existing disciplinary procedures and
organizational structures [[L1].

The use of surrogate models is another common way to enable disciplinary separation and autonomy. Surrogate
models are often used as an effective way to share disciplinary tools , as the models can be validated a priori by
disciplinary experts and provided to end users for a target application. However, many of the surrogate-based MDO
methods that have been studied in the literature are adaptive in nature [[12H15]], in which the surrogate must be updated
with high-fidelity data during the course of the multidisciplinary optimization procedure. This demands that the
high-fidelity disciplinary tools be integrated into the MDO framework, thereby largely nullifying the disciplinary

autonomy afforded by the use of surrogates.



One the other hand, so-called one-shot surrogate modeling methods have also been explored, in which the surrogate
model is trained on an initial set of sample data and held constant during the optimization (e.g. [16]). While these
methods are not as efficient as adaptive methods, they facilitate collaboration in an industrial environment, as the
end-user is freed from the task of running the high-fidelity process that the surrogate approximates. There is also a
middle ground in sequentially sampled space-filling methods, in which sample points are added sequentially to fill the
input space [15]]. Such techniques would also facilitate interdepartmental collaboration, so long as all of the sampling is
performed prior to the MDO process.

The benefits to interdisciplinary collaboration are also precluded, however, in methods which use a surrogate to
approximate the entire coupled system (e.g. [12,[14}17H19]). In that case, the training process to collect data for the
surrogate must integrate the high-fidelity tools of all disciplines, which again diminishes disciplinary autonomy.

Therefore, for a surrogate-based MDO strategy to truly cater to the organizational challenges of an industrial setting,
the surrogates must be used in a way that aligns with disciplinary and organizational boundaries. Since engineering
departments already have well-established methods for performing single-discipline optimizations in their area of
expertise, using a surrogate to approximate a disciplinary sub-optimization in the MDO process is a natural choice.
Indeed, many researchers have done this for various disciplines [[13,|20H23]]. This technique has the additional benefit
of removing that discipline’s local variables and constraints from the system-level optimization problem, which has
been shown to be beneficial to the system convergence in the context of the Asymmetric Subspace Optimization
architecture [[10]. These benefits are ordinarily the appeal of distributed MDO architectures, but, with the use of a
surrogate model generated a priori, the architecture of an aerostructural optimization process can remain monolithic, if
the disciplinary sub-optimization of one of the two disciplines is replaced by a surrogate model. There is added cost to
train the surrogate prior to the MDO process, however.

Several studies in the literature utilize one-shot surrogate models of a structural sizing process to approximate the
structural weight [20, 21], but very few have approximated the stiffness of the sized wing structure with such a model.
The work of Chaussée and Dervault is a notable exception [24]], but they have not employed their stiffness model in an
aerostructural optimization process. The stiffness is essential if a fully coupled multidisciplinary analysis is to be used
in the sizing of the wing structure, or in subsequent cruise case evaluations.

Aside from collaboration considerations, computational efficiency is also an essential factor, which can often be
afforded by the use of gradients computed by the adjoint method. However, many gradient-based methods do not make
use of surrogate models [25H28]], and many surrogate-based methods do not make use of gradients [[18}29,[30]. Some
researchers have sought to take advantage of both by using gradient information to enrich surrogate models [23| 31H34].
Others have used surrogate-based methods to provide a starting point for a gradient-based optimization [32]. However,
to the best of our knowledge, none have used a surrogate model embedded in a coupled-adjoint formulation for

gradient-based optimization.



In light of the aforementioned advantages of gradient-based optimization and surrogate modeling for interdisciplinary
collaboration, the methodology proposed herein utilizes a one-shot surrogate model to replace a structural sub-
optimization process, which is embedded in a coupled-adjoint formulation to compute sensitivities. The surrogate
produces both the weight and stiffness of the sized wing structure to allow fully coupled interactions. In this way,
the proposed method aims to perform fully coupled aerostructural optimization, and preserve disciplinary autonomy
and validation while enabling an efficient gradient-based optimization method for large-scale design problems. There
also exists synergy in this combination that mitigates some disadvantages of each technique alone. For example, the
structural discipline local variables and constraints are eliminated from the aerostructural optimization problem, as in a
distributed architecture, yet there is no need to compute coupled post-optimality sensitivities (CPOS) as part of the
adjoint formulation, since the surrogate completely replaces the structural sub-optimization.

Additional details and motivations of the new method, and its target application within the industrial design
cycle, were presented [33]], and are summarized in section[[I.B.I] The current paper presents more specifics of the
coupled-adjoint formulation for this method, describes the construction of a complete one-shot surrogate model for
computing both weight and stiffness of a sized wing structure, and applies the proposed method to the aerostructural

optimization of a flexible wing.

I1. Methodology

A. Target Design Stage

In the development of any new tool for aircraft design, it is important to identify the stage of the design process the
new tool aims to benefit. It is well known that the most critical phases of design are the conceptual and preliminary
design stages, as these have the largest impact on both the performance and economic viability of new aircraft. To
this end, the work presented here targets the preliminary design stage, in which it is imperative to have a time-efficient
multidisciplinary optimization (MDO) capability that can support evolving design requirements, whilst also facilitating
interdepartmental collaboration. In this work, high-fidelity computational fluid dynamics (CFD) is retained for the
aerodynamic simulation, whereas a surrogate is used to represent the structural discipline. Such a setup may be used in
an aerodynamics department to optimize the wing aerodynamics, while taking into account the impact of the structure

on the wing weight and stiffness in the context of a preliminary design stage.

B. Description of New MDO Methodology
The distinguishing features of the new MDO methodology presented herein can be summarized as follows:
1) It uses analytical, parameterized representations of wing loads to size the wing structure at every design point,
covering the entire range of anticipated loads for the problem at hand

2) The analytical representation of wing loads enables the optimization of the wing structure independently from the



aerodynamic solution, which allows the generation of a set of pre-optimized structures prior to the aerostructural
optimization process

3) It employs a surrogate model of the pre-optimized structures, which, among other benefits, facilitates a coupled-
adjoint implementation by allowing the rapid evaluation of structural sensitivities via the finite differencing of
the surrogate

4) Because the surrogate of the wing structure is generated beforehand, it enables the use of a monolithic architecture
for aerostructural optimization, and also eliminates the large number of constraints associated with structural
optimization, thus removing the need for the aggregation of constraints in the adjoint method

5) As stated previously, it is well suited for an industrial environment, as the use of pre-generated surrogate models

is an effective way of sharing disciplinary tools

1. MDO Architecture

It should be noted that the optimization strategy utilized herein is a variation of the strategy proposed in previous
work of the authors [35]. Like the previous architecture, it is a Multidisciplinary Feasible (MDF) [6] method that
performs a multidisciplinary analysis (MDA) to converge the wing to static aeroelastic equilibrium at every design cycle,
and a surrogate is employed in place of the structural sub-optimization. However, the MDO architecture described
in Fontana et al.[35]] features two MDA sets, one for converging the aeroelastic deformations under sizing loads, and
another for converging the aeroelastic deformations under cruise loads, whereas the work presented herein is a simplified
version that requires only one MDA set. This single MDA converges the aeroelastic deformations under cruise loads,
while sizing the structure at every design iteration by interrogating the structural surrogate model. To size the structure,
the loads provided to the surrogate are the cruise loads multiplied by a set of scaling factors to approximate the spanload
resulting from a 2.5g maneuver. These scaling factors were obtained prior to the optimization by running a cruise case
and a 2.5g sizing load case for the baseline design and computing the scaling factors at each station along the span that
recreate the 2.5g spanload from the 1g spanload.

An eXtended Design Structure Matrix (XDSM) [36] describing this overall process is shown in Figure[T} with its
algorithm shown in Algorithm[I] Furthermore, the process used to construct the surrogate model prior to aerostructural
optimization is described by the XDSM in Figure 2] and Algorithm [2] As stated previously, the surrogate model
represents a structural sub-optimization, i.e. a structural sizing process. It is not necessary to perform CFD simulations
to construct the surrogate, as the applied loads are represented analytically, as described in section [II.C

In the present work, this MDO process is carried out by means of several independent codes. The programs are
executed in sequence via the SIMULIA Isight process integration frameworkf"] which also enables the automated

transfer of data via file I/O. Within this framework, several of the essential functions of this setup, such as the CFD

*SIMULIA Isight. 2018, Dassault Systémes. https://www.3ds.com/products/simulia/isight
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Figure 1 eXtended Design Structure Matrix (XDSM) Diagram of the MDO strategy.



Algorithm 1: Algorithm of the New MDO Method

1 0: Initialize Optimization with baseline design variable values

2 do

3 1: Initialize deflections to 0 for MDA’s

4 do

5 2: Update mesh, based on design changes and deflections, and run CFD Solution

6 3: Scale and parameterize resulting aerodynamic cruise loads according to sizing case

7 4: Interrogate surrogate, using parameterized sizing loads

8 5: Apply cruise loads to structural reduced-order model (ROM) output by the surrogate to obtain

deflections

9 6: Pass deflections to MDA driver to use for next iteration
10 until MDA has converged,
11 7: Compute objective, performing mission analysis to find fuel weight and compute total A/C weight.
12 8: Pass objective value to optimizer to determine next design step

13 until Optimization has converged,

Algorithm 2: Algorithm of the Surrogate Construction

1 0: Initialize DOE with one-shot sampling scheme

2 do

3 1: Initialize structural sub-optimization(sizing)

4 do

5 2: Generate structural model with planform determined by the DOE and local element thickness

determined by the sub-optimizer

6 3: Apply analytical loads determined by the DOE and obtain structural solution

7 4: Compute element stresses from structural solution

8 5: Pass stress values to optimizer

9 until sub-optimization has converged,
10 6: Compute Weight and stiffness of sized wing-structure (create structural ROM)

11 until For every DOE point,;

flow solution, are performed by the high-fidelity Reynolds Averaged Navier-Stokes (RANS) solver, NSU3D [37],
and its accompanying suite of programs. Specifically, the fluid-structure interface (FSI), mesh deformation tool, and
flow-solution post-processor, are all part of the NSU3D program, which includes a collection of fortran modules
customized for the present work. The MDO process is decomposed in detail in terms of these and the functions of other
codes in Section [[I.F] It should be noted that the NSU3D suite was chosen for this task in part because of its internal

adjoint sensitivity capabilities [38]], which are an integral part of the present method, as discussed in Section [[L.LF|

2. Coupled-Adjoint Sensitivity Analysis

Gradient-based optimization techniques greatly reduce the expense of solving large-scale optimization problems,
and thus it is desirable for any MDO method to facilitate an efficient computation of the gradients. To this end, the
adjoint method provides a means of computing gradients in which the computational cost is virtually independent of the
number of design variables. On the other hand, the number of objective and constraint functions do have a significant

impact on the cost of the adjoint method, so ideally this number should be kept small, where possible [39,40].
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The coupled-adjoint method as described by Martins [41]] forms the foundation of the adjoint implementation of
the present work. However, the methodology is modified and expanded to adapt it to the new MDO strategy, and is

discussed in Section [IL.F

C. Loads Parameterization

1. Lift Distribution
The parameterization method chosen for the wing lift distribution is the classic Fourier series method originally

developed by Glauert [42]. In this method, the lift distribution is given as

Cic

Cav

=4AR Z A, sin(nb), (1

where c,, is the average chord, AR is the wing aspect ratio, and A,, are the Fourier coefficients. C; and ¢ are the
sectional lift coefficient and the local chord, respectively, as functions of the nondimensional spanwise coordinate 6,

which is defined by
y = (b/2) cos(6), 2

where b is the wingspan, and y is the dimensional spanwise coordinate, ranging from —b /2 to b/2.
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Further details on the expansion of equation [T] to compute the associated internal shear and bending moment

distributions are provided in [35]].

2. Pitching Moment Distribution

The pitching moment distribution is modeled in terms of the center-of-pressure chordwise locations at a number of
wing spanwise stations. This approach is chosen because it allows the pitching moment to be linked directly to the lift
distribution via the center-of-pressure location (assuming the contribution of the drag force is negligible). Therefore, the

pitching moment about the quarter-chord at any spanwise station can be written as

Cm,QC = (025 - (X/C)CP)CI, 3)

where (x/c).p is the local center-of-pressure chordwise location. To properly capture the whole spanwise pitching
moment distribution, the (x/c)., values are computed at a number of spanwise locations, and then interpolated with a
simple piecewise linear function.

For convenience, the A,, and (x/c). p vectors that define the lift and pitching moment distributions, respectively, and

the wing Cp,, are concatenated into a single vector, which is denoted as A,;:

Ay = (Am (x/c)cp, Cr) 4

D. Structural Surrogate

1. Inputs and Outputs

As mentioned in Section[[[.B.T] the structural surrogate model utilized in this work is a substitute for the disciplinary
sub-optimization process, returning both the weight and equivalent stiffness of an optimized wing structure. The weight
and stiffness of the sized wing structure are influenced by both geometric design variables and the sizing load. In
practice, the wing loading consists of three components, namely the lift, drag and pitching moment distributions. To

minimize the number of surrogate input parameters, two approximations are employed herein:
1) The drag load influence on the structure is assumed to be negligible.
2) Analytical, parameterized equations are used to model the wing load distribution.

The input and output parameters of the structural model are shown in Table[I} where Cy, is the total lift coefficient
used to determine the first Fourier coefficient of the wing lift distribution, as discussed in the previous work [35]]. A,
and (x/c).p are the Fourier coefficients and spanwise center-of-pressure locations that describe the shape of the lift and

pitching moment distributions, respectively, b/2 is the semi-span, AArg is the change in sweep angle of the trailing
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Table 1 Surrogate Inputs and Outputs

Inputs QOutputs
Loads Parameters Geometry Parameters Beam Parameters  Weight Parameters
Cp b/2 xp [3 per bay] Wws
A, [4 parameters] AATE A [ 1 per bay]
(x/¢)cp [4 parameters]  Are ipk I, [ 1 per bay]
(t/c) [~ 5 variables] I, [ 1 per bay]

J [ 1 per bay]

Total = ~ 20 variables Total = (7*nbays) + 1 variables

edge at the kink, A7g ip is the trailing-edge sweep inboard of the kink, and (#/c) denotes the wing maximum thickness
at several wing spanwise stations. The wing maximum thickness distribution is modeled with 3 to 5 spanwise variables,
depending on the wing geometry. The output beam parameters, for each bay, consist of the second moment of area about
the z-axis (I), the second moment of area about the y-axis (/y), the polar second moment of area (J), the cross-sectional
area (A), and the elastic axis coordinates (xg), which define the location of the beam elements. These parameters
assume an Euler-Bernoulli beam model.

It should be noted that the method as a whole does not preclude the use of different or additional inputs or outputs.
Including more geometric inputs could expand the model’s applicability to a wider class of aircraft, or including another
set of parameterized loads could increase the fidelity of the structural sizing. However, it is advantageous to minimize
the number of surrogate inputs to avoid the "curse of dimensionality”. For this reason, it is envisioned that parameterized
envelope loads may be used to approximate the influence of all load cases in a single set of loads, as discussed in
previous work [33].

The number of surrogate outputs, however, is more flexible. A separate surrogate model could be constructed for
each output, but the same training data-set could be used for each one. Therefore, the computational cost for training the
model scales well with the number of outputs. In light of this, it is envisioned that a more sophisticated structural ROM

could be used, such as a Nastran superelement model of the structure [43]].

E. Objective and Analysis Functions
In order to form the sensitivity equations, the relationships between the independent and dependent variables of the
system need to be defined for both the objective equation and the residual equations. The objective equation consists of

a term for the total aircraft weight and a term for a CL-target penalty, with a weighting constant multiplying each,

OBJ = BiWasc +PB2Ci = Cf rarger)’ (%)
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where the aircraft total weight consists of a fuel weight term and a wing structural weight term, which are updated
during the optimization, and a constant weight term, which accounts for the weight of the payload and all other aircraft

components:

Wasc = (Wws + Wws center)(2.0)(1.25) + Wy + Woiper (6)

The weight of the sized, exposed wing structure, Wy, is computed via the structural surrogate model, which is then
added to a constant term for the center wingbox weight, Wy s cenrer, multiplied by 2.0 to account for both wings, and
multiplied by 1.25 to account for fasteners and other structural details, as was done in Brooks et al. [44].

The fuel weight, on the other hand, is computed via the Breguet range equation for a fixed-range mission,

RC;

W = ((Wws +Wws center)(2.0)(1.25) + Worper )| exp W

-1 (7

where R is the aircraft range, V., is the true airspeed, and ¢, is the thrust-specific fuel consumption.

Substituting equations [6|and [7)into equation[3] yields,

RC[
OBJ = pBi|((Wws +Wws.center)(2.0)(1.25) + Wother)exp(m

) +ﬂ2(C2 - C;‘,Target)2 (3)

Wws, CL, and Cp are the variables in equation@]that change during the optimization. Therefore, the objective may

be considered a function of these variables:

OBJ = OBJ(Wys,C5,C5) ©)

For simplicity of notation, Cy and Cp are concatenated into a vector of total force coefficients for the cruise case,

denoted as Fy. Therefore, equation E] may be rewritten as

OBJ = OBJ(Wys,F5) (10)

where F7 and Wy s are obtained from the flow solver and the structural surrogate, respectively. However, the flow solver

and structural surrogate are coupled in the MDA solution process. Therefore, it is necessary to describe them in terms
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of the entire MDA system. This is described in Table[2} where each important function of a single MDA cycle is listed,
showing how each process is a function of the outputs from preceding processes.

Dg is a vector of NSU3D-specific geometric input parameters that describe the wing jig design shape, and take a
different form than the overall design variables used in the Isight framework, which are denoted as the vector D. D
includes both wing planform and sectional shape design variables. Therefore D needs to be computed from D in
item 1 of Table 2] before proceeding to the functions of NSU3D, items 3 through 7. The twist and bending deflections
resulting from the previous MDA cycle are denoted as i1 ,. These are used to update the wing surface coordinates, x e
within NSU3D, in conjunction with the design changes obtained through D . Once NSU3D moves the mesh (item 4),
and computes the flow solution (item 5), sectional aerodynamic force coeflicients and chords, FY,, are extracted from
the results, as well as the total force coefficients, Fr. The sectional results are used to compute the parameterized sizing
loads, A3, in item 8. For simplicity of notation, the A,, vector listed here includes not only the Fourier coefficients to
represent the shape of the spanload, but the total Cy. and center-of-pressure parameters as well. The next three items of
Table E], the wing structural weight, Wy s, beam stiffness parameters, B, and beam elastic axis coordinates, xp, are

outputs of the structural surrogate and are therefore dependent on A,. B represents the vector of all beam stiffness

parameters,

B={A1,,1,J} (11)

The surrogate outputs are also dependent upon several of the Isight geometric design variables listed in Table[I] These
are denoted here as the vector Dy, a subset of the Isight design variables, D, that are shared by both the aerodynamic and
structural disciplines. Namely, these are the wing thickness and planform variables listed among the surrogate inputs in
Table[T] The beam model produced by the surrogate is subject to the sizing loads in discrete form, and then the resulting

deflections are interpolated onto the set of sectional wing stations used by NSU3D, producing urp for the next iteration.

F. Coupled-Adjoint Implementation
In addition to a surrogate model of the sized wing structure, the second main feature of the present approach is that
the adjoint method is used to obtain coupled sensitivities, as stated previously. A modified version of the coupled-adjoint

approach, adapted to accommodate the presence of the structural surrogate, is presented herein.

1. Tangent Formulation
Once all the relevant functions and variables have been established, the sensitivity equations may be derived. Here,
these are derived in their tangent representation before proceeding to the adjoint formulation. The goal is to obtain the

gradient of the objective, therefore we take the total derivative of the objective equation, Equation [I0] yielding,
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Table 2 Functions involved in the MDA process

Item# Function Description

1 Dg(D) NSU3D geometric input parameters derived from Isight design variables

2 05 (U p) Sectional wing deflections used for CFD analysis

3 x; f(DG, a55) New wing surface coordinates from updated design variables
and structural deflections from the previous iteration of the MDA

4 G (x€,x f) Mesh deformation residuals

5 R°(x¢, w°, DS, Flow residuals

6 Fg¢(x¢,w¢, DS) Sectional force coefficients at a set of spanwise stations

7 F; (x¢, w°, DS, Total force coeflicients

8 A3 (F$,,D,) Load parameterization for the station force coefficients

9 Wws (A, Do) Weight of sized wing structure from the surrogate model

10 B(A;,D,) Beam parameters for the sized wing structure from the
surrogate model

11 xg(A3,D,) Beam elastic axis coordinates for the sized wing structure from the
surrogate model

12 Fg(Fg,xp,D,) Discrete forces to be applied to the beam model from CFD
sectional forces

13 S(K(B,xp),u, Fg) Structural residuals for the beam model

14 u§p(xp, u) Beam nodal twist and bending deflections

at aerodynamic force stations

dOBJ d0BJ dWws AOBJ dFy

dD OWws dD * dF% dD

(12)

The partial derivatives of the objective with respect to Wy s and Fr are computed analytically by differentiating

equation 8] The total derivatives, on the other hand, are computed as part of the system of constraint equations formed

from Table[2] in which resulting vectors from each of the 14 functions are considered the independent variables of the

system.
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Taking the total derivative of each function in Table 2] with respect to the Isight design variables, D, yields:
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Arranging equations [T3]through[26]into a matrix system yields:
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Correspondingly, the objective gradient equation, given in equation [I2] may be rewritten in terms of the total

derivatives of the independent variables of equations27] yielding:
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This tangent system may be solved iteratively as follows, where k is the iteration counter:

Next, NSU3D outputs the

outside of NSU3D:
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dD dD
gy Oy dDg | 9%y digy ™
dD DG dD  daS, dD
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D matrix, as well as the
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matrix, and then the following equations are solved
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(35)

(36)

(37

(38)

(39)

(40)

(41)

Then, once the total derivatives of the independent variables are obtained from the final iteration, the objective

gradient is computed from equation [28]

The tangent method for computing sensitivities is presented here because it is more intuitive to formulate and

describe than the adjoint method, and furthermore it may be used to derive the adjoint equations. However, the tangent

method itself is not used in the optimization architecture. It is only a means for describing its adjoint counterpart which

is presented in section [[L.F.

2. Adjoint Formulation

The adjoint system may be formed from equations [27)and 28] The coefficient matrix of the adjoint system is the

transpose of the coefficient matrix of the tangent system, and the R.H.S. of the adjoint system is the transpose of

the left-multiplying matrix in the objective equation of the tangent system, 28] These manipulations are explicitly

described in Chapter 4 in the original coupled-adjoint work of Martins [41] as well as in previous work by one of the

authors [2,45]. Thus, the adjoint system may be written as:
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*Although not shown, all submatrices of the adjoint coefficient matrix are transposed
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Matrix equation[@#2)is solved from the bottom up, using an iterative process:
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(52)

(53)

(54)

(55)

(56)

Then 2”?3 is output from NSU3D, to be used in Isight on the next iteration. Once the MDA is complete, the

following is computed in NSU3D to obtain Apg.

ApGc =

c T
axSf (last)
0D xor

(57)

Lastly, the gradient of the objective is computed from equationf3] which is decomposed in the present implementation,

such that some terms are computed by NSU3D, and the rest are computed by another code in the Isight workflow:

22



OR®
0 oD,

dOBJ] _ ; 0Dg
dD ~ PG oD

6th c dD (24
0D, dD

OFr¢
0 oD,

AT T
ﬂu;B /1st

T T T
Awe Apg Ay

, Aill 0|+

Solve inside NSU3D. Let this be Aga

04}, dD,
dD, dD

OWws dD,
D, dD

dB_dD,
oD, dD

+ |37 T
AL, A

T T T T T dxp dD,
Wws /lB /lXB AFE /lS" Au" » (58)

$s| | Do dD

Fg® dD,
D, dD

0
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G. Partial Derivative Details

In order to solve the adjoint equations, the partial derivative terms in Equations [44] through 58 must be computed.
The use of a structural surrogate model facilitates this, as the partial derivatives of any surrogate output with respect to
any surrogate input may be computed by finite-differencing the computationally inexpensive model. Therefore, this is
the means used to compute the partial derivatives of Wy s, B, and xg. Some of the other partial derivative terms are
internal to the NSU3D code, and therefore are not discussed here. The remaining partial derivatives are computed
analytically, including the partial derivatives of the structural residuals, S, which are determined from the linear elastic

structural model as

S¢ = K(B,xpu° - Fpg (59)
Ziz - K (60)
ng - ic—iuc (62)
g;; = -1 (63)
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where the derivatives g—’lg and gx—i are computed by analytically differentiating the known stiffness matrix formulation

for Euler-Bernoulli beam elements.

I1I. Implementation

A. Aerostructural Workflow

As mentioned previously, the MDO methodology developed herein has been implemented in an Isight workflow . For
the CFD solution, mesh movement, and solution of the adjoint equations, the NSU3D Reynolds-Averaged Navier-Stokes
code [37,146] is used. For the wing structural sizing and analysis, a proprietary code from Bombardier Aviation, called
S4Wing [47]], is used, in conjunction with the Altair OptiStruct structural solvelﬂ S4Wing is a smeared-skin wingbox
model generator which can also iteratively size the structural elements to achieve a target stress criteria. The target
stress settings may be used to calibrate the model to a higher-fidelity structure.

An earlier version of this aerostructural workflow, featuring the aforementioned software, is described in detail in
Fontana et al. [35]. The present work expands upon this workflow, which may be run in several different modes. The
two main run modes of the workflow are: one to collect training data for the surrogate model, and another to conduct
the aerostructural optimization.

When surrogate training data is being collected, NSU3D is not used. A structural model is generated by S4Wing
based on the shared geometric design variables. At this stage, the wing spanwise maximum t/c distribution, along with
the spanwise distribution of the front and rear spar thicknesses, are used to determine the effective wingbox height at
every station. Next, analytical loads are applied to the model, and the structural solution is computed by the Altair
OptiStruct code. An iterative structural sizing is conducted by S4Wing, working in tandem with the OptiStruct solver.
After the structural sizing, a beam model of the S4Wing structure is created using a method based on the work of
Elsayed et al. [48]. An example skin thickness distribution of a sized S4Wing structural model and its corresponding
elastic axis used for the equivalent beam is shown in figure [3]

Once the training data is collected, Isight’'s Approximation component is used to read-in the training data and
build the surrogate itself. In addition, an external executable plugin was created so that several techniques from the
open-source Surrogate Modeling Toolbox (SMT) [49]] may also be used within the Isight framework.

When the aerostructural optimization is being conducted, NSU3D is used for CFD analysis, and S4Wing and
Optistruct are not used. The surrogate model acts in place of these structural codes, and the surrogate is interrogated
with the aerodynamic loads computed by NSU3D, which are parameterized using the same analytical load function
used to build the surrogate. These loads are scaled up to mimic a 2.5g load case before being used in this way. The

surrogate then outputs both the weight and stiffness of the sized wing structure. As mentioned previously, after the wing

TOptiStruct. 2021.2. Altair. https://2021.help.altair.com/2021.2/hwsolvers/os/topics/getting_started/overview_os_r.
htm
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Figure 3 S4Wing structural model element thickness after structural sizing, and corresponding elastic axis
used for the equivalent beam model.

structure has been sized, its stiffness properties are captured by means of an equivalent beam model. The output beam
parameters and elastic axis coordinates are subsequently used to construct the beam stiffness matrix via an in-house
code. Cruise loads are applied to the beam model and structural deflections are obtained using a direct solve of the
linear elastic system. Analytical derivatives have been implemented at every stage of the Isight process, except for the
derivatives of the surrogate model, which are obtained using finite differences, and the derivatives already available
in the NSU3D adjoint implementation. NSU3D has been modified to work in conjunction with the Isight workflow
to solve the adjoint system and compute the final objective gradient. All partial derivatives are computed at the final
state of the wing in static equilibrium, at the conclusion of the multidisciplinary analysis, and then the iterative process
described in [[I.Fis employed to solve for the adjoint vectors and function gradients. The design variables, objective and
constraint values are scaled to ensure their magnitudes are all of order 1.0. before being passed to the optimizer, and the
gradients are scaled accordingly.
B. Surrogate of Wing Structural Weight and Stiffness

Using the described Isight workflow in the first mode of operation, a series of surrogate models were constructed.
In all cases, the training data was collected using Optimal Latin Hypercube (OLH) sampling, for which the input
parameters presented in Table[T| were the varying factors. However, the planform parameters and the root 7/¢ parameter
were omitted in this study, since the optimization results presented herein are for a fixed-wing-planform optimization.
All other inputs and outputs listed in Table[I| were included. Therefore, the surrogate model described herein consists of
13 inputs and 148 outputs.

Previous work of the authors investigated several surrogate modeling techniques to approximate the wing structural
weight based on a 2000-point dataset, and the combination of OLH sampling with Elliptical basis function (EBF)
modeling was found to be effective [35]. The present work builds upon this by using an EBF model, but beam parameters

are also included as surrogate outputs to characterize the stiffness of the structure. Furthermore, several training sets of
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Figure 4 Average and Worst R> among all outputs for EBF model built on datasets of various sizes.

different sizes were tested, in order to investigate the influence of the number of sample points on surrogate accuracy. In
all cases, a 200-point cross-validation error analysis was conducted to evaluate the model’s fit for each of the outputs.
Figure@ shows the average and worst coefficient of determination, RZ, across all 148 outputs as a function of the number
of sample points. It is clear that the model’s accuracy improves with additional sample points, as expected, with the
2500-point dataset achieving an average R> value greater than 0.99. As a further assessment, the number of outputs
with R? values of various magnitudes, as functions of the number of sample points, are presented in ﬁgure As shown,
for sample sizes of 1500, 2000 and 2500, only 2 of the 148 outputs have R? values less than 0.9, while the vast majority
have values greater than 0.99. An EBF model built on 2500 points was therefore selected, as it provided sufficient
accuracy. Correlation plots and R? values for a sample of the individual outputs for this model are displayed in figure @
The R? for the wing structural weight is slightly greater than it was for the surrogate constructed for previous work [35].

Surrogate models using the Kriging method from the Surrogate Modeling Toolbox package were also investigated.
The accuracy of these models was comparable to Isight’s EBF, but an additional computational overhead was incurred
when running SMT as an external plugin from within the Isight framework. Therefore, it was decided to use EBF for
efficiency and ease of use, as the technique is native to the Isight framework.

As mentioned previously, the surrogate is not only used to obtain the weight and stiffness of the sized wing structure,
but also the derivatives of those quantities with respect to the surrogate inputs. In the present work, this is done via
finite-differencing. Therefore, the accuracy of these finite-difference derivatives must also be assessed. To do this,
analytical derivatives of the surrogate model were computed manually, based on the algebraic description of the elliptical
basis function technique given in the Isight software documentatio which uses the technique of Mak and Li [50].
In this way, the exact partial derivatives of all outputs with respect to all inputs were obtained at three arbitrary test

points in the input space, and the results were compared with those obtained via finite-differencing. Figure [/|shows the

*Dassault Systemes SIMULIA Isight Component Guide, 2018. "RBF and EBF Models".
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surrogate model built on the 2500-point dataset.
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Figure 7 Number of matrix elements having a percent-error level that falls within a given order of magnitude,
comparing finite-difference and analytical derivatives at three arbitrary points in surrogate input space.

number of elements in each of the partial derivative matrices that have a percent-error level, relative to the analytical
derivatives, that falls within a given order of magnitude. The vast majority of the derivatives have errors of order of
0.01% or less. The very few derivatives that have an error greater than 10% are very small in magnitude compared to
the other derivatives of the same matrix.

In addition to comparing against analytical derivatives, the surrogate was examined for smoothness, and the
finite-difference derivatives computed with various step sizes were also compared. A series of tests were conducted
in which one of the inputs was varied throughout the whole range of the surrogate bounds for that variable, and the
surrogate model was interrogated at those points, while the other input variables were left at their values for the initial
design of the optimization at static equilibrium. Figure[§]shows the variation of some of the output variables as an
input variable changed. The plots also show the finite-difference derivative of the output variable with respect to
that input variable for two different step sizes. From plots such as these, we observe that the design space is smooth,
and that the computed derivatives do not vary greatly with step size, even if the step size is changed by two or three
orders of magnitude. This test, combined with the comparison against analytical derivatives, suggest that the use of
finite-differences to compute the surrogate partial derivatives is justified for this application. The advantage of using
finite-differences rather than analytical derivatives, in a practical implementation, is that the optimization process is
agnostic to the type of surrogate modeling technique used.

The accuracy of the surrogate model presented herein indicates that the methodology can easily be expanded to

incorporate a more sophisticated reduced-order model (ROM) of the structure, in lieu of a beam model, if required.
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Figure 8 Sample plots of surrogate trends, showing smoothness and consistency of finite-difference derivatives.

This is because the EBF method training cost scales well with the number of outputs, as it only entails solving the
same linear system for additional right-hand side vectorﬂ A more sophisticated structural ROM, such as a Nastran
superelement model [43]], would require a significantly larger number of surrogate outputs, but it may be essential to
properly model highly flexible or otherwise unconventional wings.
C. Validation of System-Level Derivatives

It is essential that the accuracy of the system-level derivatives be verified, and the complex-step method is the
most accurate means of doing so. To this end, the derivatives computed within NSU3D’s adjoint implementation
have been previously validated using the complex-step method [51]], which showed agreement of the sensitivities to
machine precision. Furthermore, the derivatives of the individual components of the Isight workflow were computed by
analytically differentiating the embedded codes. However, due to the complexity of the tool chain used in the present
work, and the use of Isight as the process integration framework, it was not feasible at this time to implement the
complex-step method throughout the entire workflow. Therefore, real-valued finite-differences were used to assess the
accuracy of the system-level sensitivities.

After verifying the sensitivities of the individual components of the aerostructural optimization process, a finite-
difference test of the entire framework was conducted to verify the sensitivities passed on to the optimizer. This was

done at the initial design point of the optimization presented in section [[V]

$See Dassault Systémes SIMULIA Isight Component Guide, 2018. "RBF and EBF Models"
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Figure 9 Results of the coupled system derivatives finite-difference test: percent difference levels categorized by
order of magnitude.

The percent differences between the gradients obtained with finite-differencing and the gradients obtained via the
adjoint process of section [[I.LF|were compared, and the results categorized in terms of the order of magnitude of the
percent error. Figure 0] presents the number of elements in the gradient vector that have a percent error difference within
each order of magnitude. Generally, it was found that derivatives with larger percent errors were typically smaller in
magnitude than those with smaller percent errors. Different step sizes were also investigated during the finite-difference
tests, using step sizes of le-5, le-6, le-7, as well as a central difference test with a step of 1e-5. However, it was found
that the overall correlation of the derivatives did not improve significantly as the finite-difference step sizes were reduced
further. Nevertheless, as shown in figure[9] it was found that out of the 122 derivatives, the vast majority show a percent
difference of order of 1% or less. These results, together with the successful aerostructural optimization of the CRM

wing presented in section[[V] speak to the overall accuracy of the derivatives.

IV. Results
The new methodology was applied to a fixed-wing-planform, aerostructural optimization of the CRM configuration.
A wing-body-tail mesh of this configuration is shown in Figure[I0] Since the CRM mesh is originally in the 1-g flight
shape, a wing jig twist and dihedral needed to be computed, such that the original CRM flight twist is reproduced when
an optimized wing structure for the CRM is subjected to the 1-g cruise load case. This type of procedure has been

performed by several other researchers [14,152H54]], and a similar procedure was performed for this work.
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Figure 10 CRM "v3-medfine' wing-body-tail mesh.

The objective of the optimization is given by equation |5 A target lift coefficient of 0.5 was enforced as part of the

objective, and the gradient-based optimization algorithm used was SNOPT [35]].

The values used for the weighting coeflicients of the objective function, 8; and §,, were 0.0001 and 1000.0,
respectively. These were chosen so that both terms are of similar magnitude. The Breguet range equation (7)) and
equation [6] were used to compute the total aircraft weight based on the configuration L/D computed using NSU3D, and
the wing structural weight, Wy s, was obtained from the structural surrogate. The weight of the remaining components
of the aircraft was based on the work of Brooks et al. [56].Specifically, W, included the reserve fuel weight, fixed
weight, and payload weight, totalling 359,353 Ib. The constant center wingbox weight, Wy _cenzer, Was obtained from
the publicly available Undeflected Common Research Model (uCRM) of Brooks et al. [44], amounting to 6586 Ib for
one wing. The uCRM was also used as a reference to apply static point loads to the wing structure of this work. These
static loads accounted for the nominal fuel weight, leading-edge and trailing-edge weight, and engine weight. The
weight of the wing structure itself was applied in the same manner, as a static load independent of the structural sizing.

All of these point loads were applied to the beam model during the optimization, and also to the S4Wing model during

the construction of the surrogate.

The aerodynamic mesh used in this work was a publicly available wing-body-tail mesh of the CRM configuration
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Figure 12 Comparison of C; distributions for two CRM wing-body-tail meshes of different refinement.

from the Fourth AIAA Drag Prediction Workshop (DPW) [S7]. In order to determine which mesh had sufficient
refinement for this application, the CFD results from several meshes in their original flight shape were compared
at the standard CRM design conditions of Mach=0.85, CL=0.5, and Re= 43M. Figure @compares the Cp values
obtained from the "v3-coarse-fine", "v3-medfine" and "v3-fine" Boeing unstructured "Best Practices" meshesﬂ of the
aforementioned workshop vs the number of nodes of each mesh raised to the power of negative two-thirds. The Cp is
seen to converge toward the mesh-independent value as more refined meshes are used.

The number of nodes for these three meshes are 4 million, 18.2 million, and 27.4 million. As an additional check,
the C; and C,, distributions of the "medfine" and "fine" meshes were compared, shown in figures[T2]and[T3]

One may observe from figures [IT} [T2] and [I3]that the "v3-fine" and "v3-medfine" mesh are close in drag value and

nearly identical in terms of sectional C; and C,,, distributions. Furthermore, their wing pressure distributions are almost

"Index of DPW4". NASAhttps://dpw.larc.nasa.gov/DPW4/unstructured_Boeing_STL/BEST_PRACTICE_GRIDS/
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Figure 13 Comparison of C,, distributions for two CRM wing-body-tail meshes of different refinement.

identical as well, as shown in ﬁgure@

Given these results, the "v3-medfine” mesh was chosen for the optimization, in order to maintain sufficient accuracy
without excessive computational cost. It was also verified that the "v3-medfine" mesh featured a y+ value less than 1.0
everywhere on the wing surface at the standard CRM flight condition. The mesh is shown in Figure[10]

To compute the lift-to-drag ratio of the configuration, a correction of 35 drag counts was added to the drag from the
CFD analysis to compensate for the missing nacelle, pylon andvertical tail. The standard CRM design conditions of
Mach=0.85, CL=0.5, and Re= 43M were used as the cruise condition for this optimization. The cruise wing spanload
was multiplied by a set of spanwise scale factors to obtain the wing spanload of the sizing case, which was used to
interrogate the structural surrogate, as described in Section[[I.B-T] For this case, the scale factors mapped the loads at
nominal cruise conditions to those at Mach=0.64, Lift=2.5MTOW, at sea level, to simulate a 2.5g symmetric pull-up
maneuver.

The surrogate of the wing structure was built using the Elliptical Basis Function (EBF) technique available in the
Isight process integration framework, as described in Section [[ILB]

The optimization used 122 design variables, consisting of 28 airfoil shape parameters at each of 4 airfoil stations,
5 twist parameters, 4 thickness parameters, and one parameter for the angle of attack. The airfoil shape parameters
consisted of 14 Hicks-Henne bump functions [58] for the upper surface, and 14 for the lower surface of each airfoil.
Eight geometric constraints were also employed, to enforce a minimum ratio of airfoil front and rear spar thicknesses
relative to the local airfoil maximum thickness. This was done to ensure that the optimizer did not carve out the airfoils

at the spar locations to produce unrealistic shapes. The design variables and constraints are summarized in Figure [T3]
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Figure 15 Design variables and constraints used for the aerostructural optimization.

The results of the optimization are shown in Figures [I6]to[23]

After 87 iterations, the optimizer reduced the objective by 2.23%, as shown in the objective history in figure [T6]
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To achieve this, it decreased the required fuel weight, decreased the structural weight, and brought the Cr, closer
to the Cp, target. Figure @ shows the changes in fuel burn weight W and wing structure weight Wyys for every
objective-improving design. The initial fuel burn and structure weight were 228,384 Ib and 19,778 1b, respectively,
where the wing structure weight discussed here is strictly Wyys, as it is the weight of one wing structure, excluding the
center wingbox weight and the 1.25 factor shown in equations|6]-

Figure [T shows that the optimizer reduced the required fuel weight by 5909 Ib, and decreased the structural weight
by 3196 Ib. Recall that the design variables that are local to the structural discipline are optimal for every iteration, since
the surrogate model represents a structural sizing process. Therefore, the reduction in structural weight is only due to

aerodynamic load changes and wing thickness changes for this fixed-planform optimization.
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Figure 16 Objective, fuel burn change, and structural weight change history for objective-improving designs.
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Figure [T8]shows that the spanload shifted inboard from its initial position, reducing bending moment on the structure.
This is in part due to the more negative jig twist, which can be seen in figure[T9] At the same time, the wing thickness
decreased everywhere along the span, as shown in figure [20] which incurs a penalty to structural weight, but improves
the aerodynamics. The wing thickness was not at the lower bound, however, suggesting that the aerodynamic benefits

were balanced by this structural weight penalty.
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The reduction in the wing thickness is also evident in the airfoil plots shown in figure 21} However, airfoil shape
changes also had a significant performance impact. In figures 22)and 23] it is evident that the shock wave of the CRM

wing at its standard design condition is no longer observed on the improved design.
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As described, these results are indicative of a successful aerostructural optimization, and demonstrate the viability

and efficiency of the new MDO methodology on a large-scale optimization problem.

V. Conclusion

A new methodology has been developed for the aerostructural optimization of an aircraft wing at the preliminary
design stage. This methodology employs a one-shot, global surrogate model of the structural sizing process, which
is coupled to a high-fidelity flow solver and integrated into a coupled-adjoint formulation to enable gradient-based
optimization. The intent of the method is to facilitate interdisciplinary collaboration, while at the same time taking full
advantage of the coupled-adjoint method for efficient gradient-based optimization. Since the surrogate is trained only
once, prior to the aerostructural optimization, the method is well suited for an industrial environment consisting of
distinct disciplinary teams of experts, as the use of surrogate modeling is a very effective way of sharing tools while
preserving disciplinary autonomy.

This new method has been implemented in an automated workflow using the Isight process integration software, in
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which the NSU3D code is used for the aerodynamic analysis, and the S4Wing and OptiStruct codes are used for the
structural sizing and optimization, and building of the structural surrogate. It has been shown that the construction of an
adequate one-shot, global surrogate model of the structural sizing is achievable using a training data-set of 2500 sample
points and an elliptical basis function (EBF) surrogate modeling technique. This result also bodes well for utilizing the
method with higher-fidelity structural ROMs with a larger number of outputs. The potential of the overall MDO method
has been demonstrated with results on the aerostructural optimization of the CRM wing with 122 design variables and 8

geometric constraints.
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