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ABSTRACT
An overset dual-mesh, dual-solver for computational fluid dynamics (CFD) is presented for wind energy applications.
The dual-mesh paradigm is implemented in a near-body/off-body mesh system utilizing an unstructured mesh for the
near-body and a Cartesian mesh for the off-body. The dual-solver paradigm uses variable-order, mixed-discretization
solvers optimized for the respective near-body/off-body grids. Preliminary results of a computational study of the Na-
tional Renewable Energy Laboratory (NREL) Phase VI wind turbine are presented. Results for uniform axial inflow
velocities (7, 10, and 15 m/s) compare computed and measured results, including total power and thrust, sectional
pressure coefficient, and a down-stream wake deficit profile for a uniform axial inflow velocity of 10 m/s. Qualitative
results are presented for a dynamically mesh adaptive off-body solver in the dual-mesh, dual-solver paradigm. Prelim-
inary results using a statically refined mesh indicate the power and thrust curves are over predicted and the pressure
coefficient results indicate good agreement for the pressure side of the rotor blade but over prediction the suction side.

INTRODUCTION

With higher demand for wind energy, the wind industry has
continually scaled its manufacturing capacity to new levels
enabling lower-cost green energy. This movement requires
the ability to more accurately predict large-scale wind energy
production. Accurate prediction of reliability and efficiency
is of critical importance, in particular for interactions between
multiple wind turbines, since the upstream turbine wakes im-
pact the efficiency of the downstream wind turbines.

Recent years have presented a developing field of research
towards blade modelled simulation of wind turbines. Many
previous works use finite-difference or finite-volume based
discretizations (Refs. 1–14) to numerically model the fluid
flow equations. The use of the finite element method has been
demonstrated in a Arbitrary Lagrangian Eulerian Variational
Multi-Scale (ALE-VMS) formulation showing good agree-
ment in a validation study using the NREL Phase VI wind
turbine (Ref. 15) including results using a fluid-structure inter-
face (FSI). Additional studies using FSI models (Refs. 16,17)
have been investigated.

We present a dual-solver, dual-mesh overset framework
which combines mixed-order CFD solvers. This dual-mesh
system is framed into a near-body mesh and an off-body mesh
similar to the CREATE-A/V HELIOS solver (Ref. 18). The
solver used for the near-body mesh in this work, NSU3D,
is the same near-body solver utilized in the HELIOS solver.
However, we deploy a high-order discontinuous Galerkin fi-
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nite element method solver for the off-body mesh in compar-
ison to HELIOS which uses a finite-difference method. The
use of a discontinuous Galerkin discretization offers advan-
tages over traditional finite-difference or finite-volume dis-
cretizations in terms degree-of-freedoms being inherited by
a single mesh element. The degrees-of-freedom in a mesh el-
ement are independent of other cells which in turn enables the
use of coarser grids, thus minimizing the overheads associ-
ated with managing a dynamic adaptive mesh refinement pro-
cess. Additionally, since the degrees-of-freedom of a cell are
independent of neighboring cells, the use of variable spatial
order solutions is possible. Through this approach, we aim
to enable combined mesh refinement (h-refinement) and or-
der enrichment (p-enrichment) adaptive methods, which have
been shown to be optimal for error reduction (Refs. 19, 20).
Additionally, the nearest neighbor stencil of the discontinu-
ous Galerkin method simplifies the treatment of fringe data in
transition regions between coarse and fine mesh interfaces.

The paper is outlined as follows. We first introduce the
computational methodology deployed with the various solvers
used in the dual-mesh, dual-solver framework. Next, we val-
idate our computational methodology using the NREL Un-
steady Aerodynamics Experiment Phase VI using a stand-
alone turbine model without the tower or nacelle. An ex-
amination of the power and thrust curves for various uniform
inflow velocities is presented, then an examination of the lo-
cal behavior is performed through sectional performance of
pressure coefficients, and lastly, down-stream wake deficits
are examined. We conclude with a qualitative study using a
dynamic adaptive mesh refinement solver used as the off-body
mesh solver.
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COMPUTATIONAL METHODOLOGY

This framework is known as the Wyoming Wind and
Aerospace Applications Komputation Environment
(W2A2KE3D). W2A2KE3D has been demonstrated on
various aerospace applications such as a flow over a
NACA0015 wing at moderate Reynolds number and flow
over a sphere at low Reynolds number using a dynamically
adaptive mesh environment (Ref. 21).

W2A2KE3D is framed in a near-body/off-body mesh sys-
tem utilizing an unstructured mesh for the near-body mesh
and a structured mesh for the off-body mesh as illustrated in
Figure 1. The current framework allows for interchangeable
solvers and mesh systems. Table 1 displays the solvers and
their temporal discretizations. Table 2 displays the spatial dis-
cretization and mesh characteristics. Descriptions of the flow
solvers are presented hereafter.

Table 1. W2A2KE3D Flow Solver Temporal Schemes
Solver Temporal Discretizations
NSU3D (Ref. 22) BDF2, BDF3
DG3D (Ref. 27) BDF2, RK4
CartDG (Ref. 29) RK2, RK4
SAMCartDG (Ref. 29) RK2, RK4

Fig. 1. Near-body/off-body mesh system utilized in the
W2A2KE3D solver.

SOLVERS

Near-Body Unstructured Mesh Solver: NSU3D

The near-body unstructured mesh solver used in the present
work is NSU3D (Refs. 22–24). NSU3D is a well-established
vertex-centered finite-volume solver for mixed element un-
structured meshes. NSU3D solves the Unsteady Reynolds
Averaged Navier-Stokes (URANS) equations through a multi-
grid technique. It has second-order spatial discretization using
least-squares gradient reconstruction. NSU3D has second-

and third-order accurate temporal discretizations via the im-
plicit BDF2 and BDF3 schemes, respectively. The solver has
automatic agglomeration multigrid and line implicit precondi-
tioning for solution acceleration. NSU3D has been thoroughly
validated and verified through regular participation as a mem-
ber of the AIAA High Lift Prediction Workshop (Ref. 25) and
the AIAA Drag Prediction Workshop (Ref. 26).

Near-Body Unstructured Mesh Solver: DG3D

A second near-body unstructured solver in the W2A2KE3D
solver collection is DG3D. DG3D is a high-order, mixed-
and curved element unstructured mesh solver (Refs. 27, 28)
capable of spatial order-of-accuracy ranging from first- to
sixth- order. It is developed based on the discontinuous
Galerkin (DG) finite element method (FEM) for the compress-
ible Navier-Stokes equations. The temporal derivative is han-
dled through an explicit Runge-Kutta method or an implicit
BDF2 scheme. DG3D has been successfully applied to hy-
personic problems, turbulent flow problems, full aircraft sim-
ulation, the Taylor-Green Vortex problem, and overset simu-
lations (Ref. 21).

Off-Body Static Structured Mesh Solver: CartDG

CartDG is a high-order block Cartesian discontinuous
Galerkin finite element method based compressible Navier-
Stokes solver (Ref. 29). CartDG is a nodal, collocated, tensor-
product basis formulation. It is developed to handle an arbi-
trary spatial order-of-accuracy and has explicit time-stepping
of second- and fourth-orders via the Runge-Kutta method.
CartDG in stand-alone mode has been demonstrated for vari-
ous viscous and inviscid problems, notably the Taylor-Green
Vortex problem (Refs. 30, 31) and the diagonally lid-driven
cavity problem (Ref. 32).

Off-Body Structured AMR Solver: SAMCartDG

The off-body adaptive structured mesh solver SAMCartDG is
the adaptive mesh refinement (AMR) extension of the CartDG
solver. SAMCartDG is implemented into the Structured
Adaptive Mesh Refinement Applications Interface (Refs. 34,
35) (SAMRAI) developed at Lawrence Livermore National
Laboratory. SAMRAI is a patch based AMR system of prop-
erly nested refinement levels containing logically rectangular
grid blocks. Grid generation and structure, parallel commu-
nication, and load balancing of SAMCartDG are handled by
the SAMRAI infrastructure. SAMRAI allows for redistribu-
tion of restart solutions through file I/O. As a solution evolves
over time, more features may need to be tracked increasing the
number of elements in the solution. Between restart intervals
of solutions, SAMCartDG is able to redistribute its solution
to a different number of processors if needed. On regridding
intervals, cells are tagged for refinement using feature-based
detection. Tagging algorithms in SAMCartDG are based on
density gradient, vorticity magnitude, and non-dimensional
Q-Criterion (Ref. 36).
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Table 2. W2A2KE3D Flow Solvers
Solver Spatial Discretization Spatial Order Mesh Mesh Movement AMR Spatial Order Adaption
NSU3D FV 2 Unstructured
DG3D DG FEM 1−6 Unstructured
CartDG DG FEM 1−12,16,32 Structured
SAMCartDG DG FEM 1−12,16,32 Structured

Key
MPI Global Group

Driver Initialize

 Load Near-Body 
Library

 Load Near-Body 
Library

Load Off-Body Solver 
Library

Mesh Group 0 Mesh Group 1 Mesh Group 2

 Near-Body Initialize  Near-Body Initialize Off-Body Initialize

Load TIOGA Library
TIOGA Register Grid Data

TIOGA Perform Connectivity

Driver Time Advance, t = t + dt

Optional

 Near-Body Implicit Update  Near-Body Implicit Update Off-Body Explicit Update

TIOGA Update

TIOGA Perform Connectivity

Driver Evolution

Driver Finalize

 Near-Body Move Mesh  Near-Body Move Mesh Off-Body Regrid Mesh

TIOGA Initialize

Fig. 2. Sample driver function used to choreograph multiple solvers and meshes with mesh movement and adaptation.

Overset Mesh Assembler: TIOGA

The domain connectivity and solution interpolation between
the near-body and off-body meshes is handled by the Topol-
ogy Independent Overset Grid Assembler (Refs. 37, 38)
(TIOGA). TIOGA allows for parallel mesh interpolation be-
tween structured and unstructured meshes of variable spa-
tial discretization order. The overset mesh assembler utilizes
high-order interpolation to maintain overall high-order solu-
tion accuracy (Ref. 38). It has been demonstrated in mixed-
order flow solver combinations for various problems such as
the isentropic vortex (Ref. 38) and flow over a wing (Ref. 21).

Near-Body/Off-Body Mesh and Solution Choreography

In a multi-mesh, multi-solver paradigm, coordination of
solvers is required. To choreograph the solvers, a C++ driver
is implemented. Having multiple meshes and multiple flow
solvers introduces variable amounts of computational work
and computational intensity based on each flow solver which
can lead to unbalanced resource utilization. To alleviate this
problem, the driver allows for the near-body and off-body
solvers to be executed on disjoint groups of processors. Addi-
tionally, at solution restart intervals, both NSU3D and SAM-
CartDG have the ability to redistribute their respective solu-
tions to different numbers of processors independently allow-
ing for more effective use of computational resources. An
example driver is illustrated in Figure 2. For all simulations
in the present work, the solvers advance their respective flow
solutions for a predetermined characteristic time step. Once

each flow solver completes their time step, TIOGA interpo-
lates the solution between the meshes, then the near-body
mesh rotates an angle corresponding to the characteristic time
step and the meshes are reconnected. For this work, we select
the characteristic time step corresponding to 1◦of rotation of
the wind turbine blades.

RESULTS

NREL Unsteady Aerodynamics Experiment Phase VI

To evaluate the computational methodology presented in this
work, a preliminary validation study is performed using the
NREL Unsteady Aerodynamics Experiment Phase VI wind
turbine (Refs. 39–42). The NREL Phase VI wind turbine is
an experimental turbine that was tested at NASA Ames Re-
search Center in the 80 ft x 120 ft (24.4 m x 36.6 m) wind
tunnel. The experiment is regarded as one of the most exten-
sive experimental studies performed for a wind turbine.

For this computational study, the blade radius is 5.029 m
and the rotor is assumed to be rigid with the blade tip pitch an-
gle of 3◦and the yaw angle of 0◦. The wind turbine is given a
prescribed rotational speed of 72 revolutions per minute (rpm)
which is performed by rotating the near-body unstructured
mesh. The simulation structure contains only the rotor; no
tower or nacelle is included in the simulation. Additionally,
all simulations performed within the present work are time-
dependent.
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CREATE-A/V HELIOS Solver and FLOWYO Solver

In addition to experimental data comparison for the Phase VI
wind turbine, we compare results with the CREATE-A/V HE-
LIOS solver (Refs. 18, 43–45). HELIOS is an overset adap-
tive mesh solver for the Reynolds Averaged Navier-Stokes
(RANS) equations. It uses NSU3D as the near-body solver
and an adaptive fifth-order accurate finite-difference method
with third-order accurate temporal discretization. HELIOS
has been extensively validated using problems from aerospace
such as forward-flight helicopters (Ref. 43) and from the wind
energy field (Ref. 46). Specifically, we compare numerical
results from Gundling et. al (Ref. 17). We note that the HE-
LIOS solver performed steady, non-inertial simulations for the
Phase VI wind turbine. The near-body and off-body meshes
were connected one time through an overset process.

Further, we compare results to FLOWYO (Refs. 17, 47).
FLOWYO is a RANS and Large Eddy Simulation (LES)
solver.

Fig. 3. Unstructured surface mesh of the NREL Phase VI
wind turbine blade.

Near-Body Mesh and Solver Set-up

In the all simulations performed, the near-body mesh in Fig-
ure 3 utilizes an unstructured mesh of approximately seven
million cells and approximately three million nodes which ex-
tends approximately one chord length from the blade surface.
A close-up of the blade tip of the Phase VI wind turbine is in
Figure 4. The unstructured mesh contains both wind turbine
blades.

The near-body flow and geometry characteristics are dis-
played in Table 3. We use NSU3D solver as the near-
body solver. NSU3D is set to second-order spatial accuracy

Fig. 4. Close-up of the unstructured surface mesh of the
NREL Phase VI wind turbine blade.

and second-order temporal accuracy via the implicit BDF2
method. NSU3D completes 120 iterations to solve the charac-
teristic time step and converges two orders if magnitude. The
near-body solver calculations are performed in parallel on 256
processors.

Table 3. Near-body solver Phase VI parameters
Free-stream Inflow Velocity M∞

7 m/s 0.0206
10 m/s 0.0294
15 m/s 0.0441
Flow Solver Parameter
Rotation Rate [rpm] 72
Rotation Rate [radians/sec] 7.540
c∞ [m/s] 340.29
Tip Speed [m/s] 37.913
Mtip 0.1114
Reynolds Number 2,510,771
Blade Geometry
Radius [m] 5.029
Tip Pitch Angle 3◦

Yaw Angle 0◦

Simulation Results

The first objective of this work is to validate the computed
aerodynamic loads. Uniform axial inflow velocities of 7,
10, and 15 m/s are used for the power and thrust curve re-
sults. The outer computational domain is handled via the off-
body mesh and connected through the overset assembler at
locations where the near-body and off-body meshes overlap.
For the power and thrust results, the off-body grid is com-
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Fig. 5. Power and thrust curves for W2A2KE3D and HELIOS versus NREL experimental data.
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Fig. 6. Thrust convergence for inflow velocities 7, 10, and
15 m/s.

posed of a refined mesh of physical domain (−7.5m,7.5m)
x (−7.5m,7.5m) x (−3m,27m) using 192 elements in the x-
direction, 192 elements in the y-direction, and 600 elements
in the z-direction, respectively. The off-body solver is cho-
sen to be CartDG which uses a second-order accurate spatial
discretization of the inviscid Euler equations and a second-
order accurate temporal discretization. We note the computa-
tional solution is time-dependent. At second-order spatial ac-
curacy, the off-body solution contains approximately 177 mil-
lion degrees-of-freedom (DOF) per equation which equates to
approximately 885 million unknowns per Runge-Kutta stage.
CartDG uses 8192 processors to solve the off-body calcula-
tions. The solvers are able to achieve approximately 1200◦of
rotation in a 12 hour compute window.

Power and thrust curves for W2A2KE3D and HELIOS are
shown in Figure 5 along with the NREL experimental data.
Thrust convergence history is displayed in Figure 6. The

power and thrust curves represent the integrated effect of the
aerodynamic loads acting on the rotor blades. As indicated in
Figure 6, convergence of aerodynamic loading is achieved for
all the wind speeds. Larger number of time steps are required
to obtain converged forces at higher wind speeds owing to the
presence of flow separation.

To better examine the local behavior, we investigate the
pressure coefficient over the blade surface at various sectional
locations on the computational mesh used for the power and
thrust curve analysis. The sectional pressure coefficient Cp is
computed as

Cp =
p− p∞

1
2 ρ∞

(
U2

∞ +(rω)2
) (1)

where U∞ is the free-stream inflow speed, ω is the rotation
speed, and r is the sectional radius. The off-body mesh is
chosen to be the same as the mesh used in the power and thrust
results. Figure 7 shows the surface coefficient of pressure at
10 m/s inflow velocity.

Figure 8 shows the pressure coefficient at
30%,46.6%,63.3%,80% and 95% spanwise stations of
the blade for 7, 10, and 15 m/s uniform inflow velocities. In
all inflow velocity cases at all sectional locations, the coef-
ficient of pressure values on the pressure side of the turbine
blade are fairly well predicted. The S809 airfoil section
used shows alleviation of the adverse pressure gradients at
mid-chord regions, which manifests as an inflexion in the
pressure coefficient curves. The current analysis shows good
agreement with data in prediction of this pattern. However,
notice that in the 7 and 10 m/s cases, the coefficient of pres-
sure on the suction side is higher than the experimental values
at all sectional locations. Additionally, notable discrepancies
are found at 10 m/s for the location r/R = 46.6%, and for
15 m/s at r/R = 30%. Similar inconsistencies are found in
other researchers results (Refs. 4, 5, 13, 15) and is thought
to be caused by inaccuracies in prediction of separated
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Fig. 7. Surface plots of the coefficient of pressure for inflow
velocity of 10 m/s.

flow because of deficiencies in modeling laminar/turbulent
transition.

A simulation is performed to analyze the wind wake veloc-
ity deficit. The computational domain is (−11.25m,11.25m)
x (−11.25m,11.25m) x (−5m,55m) with 288 elements in the
x-direction, 288 elements in the y-direction, and 1200 ele-
ments in the z-direction, respectively.

Figure 10 demonstrates the normalized wind velocity
deficit along a line from the inlet of the domain to the out-
let of the domain at a horizontal location of half a blade ra-
dius for inflow velocity of 10 m/s. Figure 11 demonstrates
the normalized wind velocity wake deficits at 5 and 10 ra-
dius lengths downstream of the turbine blade. Notice the nor-
malized velocity at the boundary interfaces in Figure 11; the
values of the normalized velocity at the boundary interfaces
should asymptote to a value of one representing free-stream.
Typically an influence is observed when a computational do-
main is too small.

To compare the meshes used in the previous results, we
increase the size and shift the computational domain to phys-
ical dimensions of (−11.25m,11.25m) x (−11.25m,11.25m)
x (−20m,40m) with 288 elements in the x-direction, 288 ele-
ments in the y-direction, and 1200 elements in the z-direction,
respectively. Notice the inlet boundary is now approximately
four blade radius lengths away from the rotor blade. We list
the mesh used in the previous results in Table 4 as Mesh-
1 along side the larger, shifted computational mesh listed as
Mesh-2. The larger computational domain increases the prob-
lem to nearly 800 million DOF per conservative variable for
second-order spatial accuracy which equates to approximately
4 billion unknowns per Runge-Kutta stage. Approximately
1000◦of rotation is achieved in a 12 hour simulation cam-
paign. Figure 12 shows the inflow velocities coming inboard
to the rotor blade. Notice that for the larger computational

domain, the inboard velocity is closer to the FLOWYO and
HELIOS results. However, the inlet velocity hasn’t dropped
to the same velocity as the HELIOS results.

Table 4. Wake Deficit Profile Meshes
Domain Mesh-1 Mesh-2
xlo -11.25 -11.25
xhi 11.25 11.25
ylo -11.25 -11.25
yhi 11.25 11.25
zlo -5.0 55.0
zhi -20.0 40.0
Elements
Nx 288 288
Ny 288 288
Nz 1200 1200

Figure 13 shows the pressure coefficients of the smaller
domain compared to the pressure coefficients of the larger do-
main at a free-stream inflow velocity of 10 m/s. Results are
slightly improved when using the larger computational do-
main for the suction side of the rotor blade. These slight im-
provements reflect the positive impact of using a larger com-
putational domain.

Figure 14 illustrates the difference between the two meshes
for the normalized wind velocity deficit profiles along a line
from the inlet of the domain to the outlet of the domain at a
horizontal location of half the blade radius for inflow velocity
of 10 m/s. Figure 15 demonstrates the normalized wind veloc-
ity deficit comparison at five blade radius lengths downstream
of the turbine blade. We see a significant improvement over
the computational results of Mesh-1 by using Mesh-2. This
confirms the hypothesis that the domain used in the initial re-
sults has the inlet boundary close to the rotor blade. Both of
the present results give a higher wind speed velocity compared
to the HELIOS numerical result. However, both W2A2KE3D
results do give better solutions than the FLOWYO (Ref. 17)
result. Notice the normalized velocity at the boundary inter-
faces in Figure 15; the values of the normalized velocity at
the boundary interfaces should asymptote to a value of one
representing free-stream.

DYNAMIC ADAPTIVE MESH RESULTS

Computations that use a moving near-body mesh system in
an AMR hierarchy is an upcoming capability of W2A2KE3D
infrastructure and only preliminary results are available at
this time. The adaptive solution is computed using a
computational domain of (−49m,49m) x (−49m,49m) x
(−50m,202m). Figure 16 shows the adaptive mesh solution
using approximately five million elements.

Further reduction in the total elements is obtained via an
overset mesh resolution matching algorithm. The overset
mesh assembler requires the near-body and off-body meshes
be of the same approximate size in the overlap regions. To
save elements in the off-body mesh, the mesh is adapted to
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a set of outer boundary grid points provided by the trimmed
near-body unstructured mesh. The geometric adaption of the
off-body grid refines to a prescribed reference length provided
for each near-body grid boundary point. Figure 16 shows
the off-body mesh geometrically and solution adapted to the
NREL Phase VI blade.

CONCLUSIONS

The methodology was evaluated using a full rotor model of
NREL Unsteady Aerodynamics Experiment Phase VI. The
performance measures of power and thrust curves were over
predicted compared to the experimental data when using
second-order accuracy in the near-body and off-body with a
refined off-body mesh. Use of small and ill-placed compu-
tational domains significantly impacted the accuracy of the
simulations. Using a larger domain that was shifted to allow
for a greater distance between the inlet boundary and the ro-
tor blade slightly improved the wake velocity deficit profile
results.

Future work entails using the high-order adaptive off-body
solver SAMCartDG at higher solution accuracies. Further de-
velopment of the adaptive mesh solver is included in future
work in addition to verification and validation. Numerical
comparison with the HELIOS solver for adaptive results will
also be conducted. The tower and nacelle will also be included
into the Phase VI computational simulations for analysis of
the wind speed deficits.
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Fig. 8. Pressure coefficient at 30%, 46.6%, 63.3%, 80%, 95% spanwise stations for 7 m/s (column 1), 10 m/s (column
2), and 15 m/s (column 3) uniform axial inflow velocities using the smaller computational domain. Predicted results of
W2A2KE3D are plotted versus the NREL experimental data.
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Fig. 9. Wind velocity contour of Phase VI wind turbine colored by density.
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Fig. 10. Normalized wind velocity deficit along a line from the domain inlet to the domain outlet at a horizontal location
of half the blade radius for inflow velocity of 10 m/s.
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Fig. 11. Normalized wind velocity deficit for inflow velocity of 10 m/s at 5R (left) and 10R (right) lengths downstream of
the turbine at a height of the center-line through the blade.
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Fig. 12. Normalized wind velocity comparison along a line beginning at the inlet face to the rotor blade at a horizon-
tal location of half the blade radius between the W2A2KE3D result using the initial domain Mesh-1 in Table 4, the
W2A2KE3D result using the shifted domain Mesh-2 in Table 4, HELIOS, and FLOWYO.
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Fig. 13. Pressure coefficient comparisons at 30%, 46.6%, 63.3%, 80%, 95% spanwise stations for free-stream inflow
velocities of 10 m/s using a smaller computational domain and a larger computational domain.
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Fig. 14. Normalized wind velocity deficit along a line from the domain inlet to the domain outlet at a horizontal location
of half the blade radius for inflow velocity of 10 m/s. The blue line is the solution using Mesh-1 from Table 4 and the
black line with circle markers indicates the solution using Mesh-2 in Table 4.
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Fig. 15. Normalized wind velocity deficit for inflow velocity of 10 m/s at 5R (left) and 10R (right) lengths downstream of
the turbine at a height of the center-line through the blade. The blue line is the solution using Mesh-1 from Table 4 and
the black line with circle markers indicates the solution using Mesh-2 in Table 4.

Fig. 16. Adaptive mesh solution using geometric and solution feature based adaption in SAMCartDG.
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