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In this paper, we provide a perspective on how the field of computational
aer other modynamics has evolved and make some educated guesses as to where it is headed
in the future. Over the past twenty years there have been great improvements in the
accuracy, complexity, and reliability of hypersonic flow simulations. However, there is still
room to push the boundaries of hypersonic computation with regard to physical modeling
capabilities, sensitivity of solutionsto the grid, and flexibility for complex geometries. As we
move to billion element automated solutions on larger-scale heterogeneous processor
systems, methods and solution approaches will have to evolve on many fronts. The
continuing increase in computer performance and the improvements to numerical methods
will work together to solve many of the multi-disciplinary problemsthat occur in hypersonic
flight.

|. Perspectives

E have come a long way in the simulation of hypeisdlows. Figure 1 shows a simulation of an AOTV

geometry. AOTYV is long-forgotten abbreviation far Aero-Assisted Orbital Transfer Vehicle, which veas
concept to use aerodynamics to change the ordaakepof a spacecraft — an idea that had currencyabiout a
decade in the late 1970’s to 80’s. This calculati@s state-of-the-art about 20 years ago whenstpeaformed; it
used an axisymmetric grid with 120 by 60 points amibnequilibrium thermo-chemical model with eighemical
species (5-species air with N@nd electrons) and six temperatur€s T, Tna Tvoz Twnor Twnod). This was a large
calculation at the time and required significanh imes on a Cray Y-MP, which was the most powerful
supercomputer at the time. This machine had a dpeled of 167 MHz, and had up to 8 vector processach with
two functional units, for a peak theoretical speé@33 Mflops per vector processor. The Y-MP hadapl2 MB
of RAM, and some systems were configured with aghmas 4 GB of solid state disk to improve out ofeco
memory performance. It was mandatory to vectorzgées for this machine, because huge performanceases
could be obtained by keeping the vector units b@sya practical code, it was possible to obtainuali®0 Mflops
sustained performance.

The simulation shown in Fig. 1 provides a numifenteresting perspectives on how our field hasaambed:

e This image was literally cut and pasted to formoaposite image of the simulation and a shadowgraph
from a ballistic range experiment. (How quaint!)

* By our present standards, this calculation is atrtaagghable, as is the performance of the superatenp
used to perform the simulation.

» The thermo-chemical model is not appropriate f@g groblem; there was no need to use so many mitern
energies at this 4 km/s flight condition.
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* We couldn’t even think about a three-dimensionabjpgm with a reasonable thermo-chemical modelgther
was not enough computer performance or memory.

» There were problems with computing the heat fluthi@ stagnation region even for axisymmetric flows;
there were additional problems with obtaining setorder accuracy with strong shocks and expansions.

It is interesting to compare this calculation teeeent simulation of the Space Shuttle Orbiter liaah 15 flight
condition, shown in Figure 2. This calculation vpesformed on a shock-tailored grid provided by NA®&re we
have increased the wall-normal resolution by adiaof four beyond the baseline so that the pregadthas a total
of 128 million elements. A five-species, two-tenatere thermo-chemical model is used with a radiativ
equilibrium, finite-rate catalytic surface boundagndition. The problem was run on 175 Sun Micrtays X2200
servers with dual quad-core AMD Barcelona processanning at 2.3 GHz (a total of 1400 cores werdusEach
server has a peak theoretical performance of 73lép& The system uses a non-blocking QLogic Ihfmd
interconnect. This calculation requires about 18redor convergence to a steady-state on this madhsing the
US3D codé. It should be noted that we plan to perform stgbitinalyses on the wind-side flow field, which
requires at least 300 grid points in the wall ndrdieection. This 128 M element grid has 320 walkmal points,
and should be sufficiently refined for an accurstebility analysis. Thus, there is a valid techhieason for
running such a large grid.

In comparison to the calculation shown in Figurettis is obviously an impressive increase in soluti
complexity and degree of difficulty. However, theme some other observations that can be made:

 The chemistry models — reaction rates, vibrati@saltiation coupling models, etc. — are largely the
same between the two simulations.

e Though not shown here, we still have serious problassociated with predicting the stagnation point
heating, particularly for very blunt capsule-likeogmetries.

e The computational method had to be adapted andatie completely rewritten for the parallel cache-
based computer architecture of current machines.

* The increase in computer performance is breatmgalone off-the-shelf commodity server has about
100 times the theoretical performance of a worlisslsupercomputer from 20 years ago. (The precise
performance increase is highly code and compilpeddent, and depends on the number of vector
units on the Cray Y-MP.) Increases in memory arist dpace and speed are even more profound.

* Improvements in numerical methods are at leasngsitant as improvements in computer hardware in
increasing the degree of difficulty of present-gayulations.

* We have not made as much progress in the validafionir simulations as we have made in increasing
the complexity of the calculations.
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Figure 1: Simulation of an AOTV Figure 2: Windside heat flux and pressure on the Space Shuttle
geometry circa 1988. Orbiter computed on a 128M element grid.
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e Grid generation remains a major problem, often wonsg considerably more time than actually
running a simulation. Commercial grid generatorsxdowork well for 100 million element grids, and
worse, it is very difficult to manage the grid geat@®n process for massive grids — it takes just on
poor element to ruin a simulation, and subtle grioblems can damage a solution.

» Data management and flow visualization are vergtomnsuming and can be difficult.

» This is a steady-state solution, but many intemgsfiroblems are unsteady, resulting in increasad ru
times and severe solution analysis problems.

We think that this type of improvement in solutitichelity, complexity, and overall degree-of-difilty is going
to continue and even accelerate over the next @edauk field is going to make major advances intinpilysics
simulations of complete vehicles undergoing manesjvihe accuracy of physical models will increased the
sensitivity of the design to model uncertaintiefi écome an integral part of the solution; numarimethods will
continue to improve and will dramatically increathe fidelity, reliability and robustness of hypemnao flow
simulations.

In this paper, we highlight some of the currentaleesses of present simulation methods and make som
predictions about likely near-term advances infald.

1. Validation and Unknown Physics

Consider Fig. 3, which plots the measured ultrati@mission from the nose region of a hypersokid]12)
blunted cone as a function of altitude for a phatten centered at 230 nm. The baseline curve rampeshee
predicted emission from the flow field prior to tfight experiment; the prediction is not too badoav altitude, but
rapidly degrades until it is eight orders of magdé too small at 70 km altitude.

The radiative emission is primarily from the

10° nitric oxide gamma bands (transition from the first
10° electronically excited state to the ground state).
’71? 10°F Comparisons with spectrally-resolved data show that
°E 10°F the model does not represent the vibrational energy
S 10° state of the excited state NO correctly, and the o&
% 107 . formation of ground-state NO is also under-
© 10°F 9 predicted.  Quasi-classical trajectory  (QCT)
-(—S; 10°L A 3 simulations were performed in an attempt to
C10™F  __m  expetiment 4 understand this discrepancy, and it was found that
S10"f  ---a--- baseline 1 the literature values for the critical NO formation
5310"2 s . reaction was an order of magnitude too low at high
D 10" N temperature (typical temperatures are 14,000 K in
10™ | N this flow field). Furthermore, the internal energy
107 . L . ! . ki state of the reactants affects the reaction rateev
40 45 50 Altitu(?es(km) 60 65 70 model was developed using the data obtained from

the QCT study, and it gives excellent agreemertt wit
Figure 3: Comparison of measured and preflight the flight data

prediction of flow field emission in the 230 nm This study illustrates a number of key lessons
spectral region for the Bow Shock Ultraviolet-1  associated with accurate modeling of hypersonic
experiment.? flows:

» Hypersonic flows are characterized by complicathysfts at extreme conditions for which fundamental
data often do not exist. Extrapolations of modeis hypersonic conditions can produce worthless
predictions.

» Simulations of hypersonic flows are inherently mdlisciplinary.

» Validation of simulations with high-quality dataabsolutely mandatory.

e There are many interesting and unknown physics/petsonic flows; simulations can be used to improve
our understanding of experiments and discover neygips.

3
American Institute of Aeronautics and Astronautics



I1l. Some Current Problems

There remain a number of outstanding numericaleissn the simulation of hypersonic flows. A partau
difficulty is associated with the simulation of higach number blunt capsule geometries that haverya large
region of subsonic flow near the stagnation palitis class of flow magnifies numerical error getedaat the
strong shock wave; this error then accumulateberstagnation region and corrupts the solution. mhm remedies
for this problem are:

* The grid must be aligned with the bow shock.

* A grid with a nose patch must be used, as oppasedgrid generated by revolving a 2D grid around
the axis.

* Eigenvalue limiters must be used judiciously; otfeems of dissipation can also be used to countéer-a
the error generated by the strong gradients athessow shock.

None of these “fixes” actually solve the underlyipgpblem, rather they reduce its magnitude and niiask
effects with additional dissipation. Clearly, fumdantal work needs to be done to reduce the seihsitif the
solution to the grid and specific details of thenauical method. Recent work by Gndffon a multi-dimensional
flux reconstruction is encouraging, also recentilteswith discontinuous Galerkin discretizatidssow promise.

It is interesting to consider how a standard seamdér accurate method functions on a high Mach barm
capsule flow. Figure 4 shows the surface grid usec generic spherical capsule shape similar ¢oApollo and
CEV forebody. This figure illustrates the use ofjad patch in the stagnation region, which moves tid
singularity away from the axis. Figure 5 plots tmmputed heat flux and pressure using a wall-nogridl of 200
points that is not shock-adapted. The conditionsespond to a Mach number of 21, Reynolds humbdregf=
4.32 x 16, and angle of attack of 1:2a cold-wall fixed wall temperature is used. Thegsure distribution looks
reasonable, but the heat flux is obviously compjesgong. Changing the flux method and other nucerinethod
parameters do not improve the situation, and ther generated as the flow crosses the bow shockndoes the
flow. This type of problem was discussed in Refs7 én the context of using tetrahedral elementsafrothermal
simulations. It was shown that when the grid is rposhock aligned, the momentum balance acrossstioek
produces a spurious post-shock component of vglacithe shock-tangential direction. This resultsartificial
vorticity in the post-shock flow, and once this sl motion has been produced, it is very difftctd remove.
Thus, future methods must focus on preventing #neration of this vorticity at the shock, rathearthtrying to
mitigate its effects inside the shock layer.
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Figure 5. Computed surface pressure (left) and
heat flux (right) on a capsule forebody using a non-

Figure 4: Surface grid for capsule simulations. shock-aligned grid.

Figure 6 plots the pressure and heat flux for reescase as Fig. 5, but with a shock-aligned gtéde we have
used the grid tailoring method in the DPLR c8desimulations were then performed with the US3D cbdige
solutions were obtained with 4 values of the eigéu limiter; the exact details of this expressaoa not important
here (see Ref. 7 for details; this calculation uaelUSCL approach to obtain second-order accuraayguthe
primitive variables and the Osher limiter). Rathtbg sensitivity of the solution to this numeriocathod parameter
is of primary importance. The solutions improve hwincreasing values of the eigenvalue limiter, Whis
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essentially a measure of the level of dissipatiothe calculation. It is important to note thatsthype of limiter is
not applied in the computation of the wall-normhixés, because it causes extreme levels of digsipand
inaccurate heat fluxes.

This level of sensitivity to the grid alignmentdanumerical method parameters is unacceptabldsastiige in
the development of CFD methods.
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Figure 6: Computed surface pressure and heat flux for the blunt capsule geometry, using different values
of the eigenvalue limiter.

It is hard to understate the difficulties of grid
generation for large-scale problems. Consider Big.
which plots the surface pressure and heat fluxttier
HIFIRE-5 2:1 elliptical cross-section code at
representative Mach 7 flight conditions. The véoias
in surface properties are consistent with previtos
visualization experiment$*! This calculation was
performed on a 38 million element grid for the %
geometry (angle of attack and yaw are zero).

A non-obvious grid generation approach was taken
here — first a moderately refined grid was generate
with Gridgen and a solution computed. The bow shock
envelope was then constructed by extracting the M =
€ isosurface in Tecplot. This surface is not adegjyat
smooth, so it was numerically smoothed with a det o
multi-dimensional sine and cosine basis functions.
Finally, a high-resolution grid was obtained by
algebraically generating a surface grid and intgisg
wall-normal lines with the triangulated and smoathe
shock surface. This process is much faster, leisus,
more flexible, and orders of magnitude less frustga
than using Gridgen for the high-resolution gridcBan

Pressur

Heat Flu

Figure 8. Surface pressure and heat flux on the
HIFIRE-5 2:1 elliptic cross-section blunt cone. 5
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approach can be applied to new problems, howevenitld be very difficult or impossible to use fooraplex
geometries such as the Shuttle Orbiter.

In our experience, no single commercial grid gatweris adequate for large-scale grid generationthErmore,
because of the demonstrated grid sensitivity ofesurmethods, grid generation is a pacing itemldoge-scale
complex geometry simulations.

IV. FutureProspects

The numerical simulation of hypersonic flows cam déxpected to play an increasingly important rolehie
engineering analysis and design of hypersonic lehicas simulation capabilities become more compgled
sophisticated, through the inclusion of more phg;sic general drive towards higher accuracy, ancextension
beyond traditional analysis problems to the devalept of a more comprehensive engineering design fblis is
driven in large part by rapidly advancing computasl hardware which enables improved simulatiorabdjpies.
As demonstrated above, more powerful computergmaabling the use of much finer grids and smallaetsteps,
for increased accuracy. At the same time, additianailable computational power is making feasilhe
incorporation of added physical models into proaurctievel engineering simulations, such as the afseoupled
flexible structures and fluid flow, coupled radati for aerothermodynamics, increasingly elabordtentgstry
models, and a general trend towards more expersange-eddy simulations (LES) and hybrid RANS-LES
approaches in the place of RANS models. Additignalumerical optimization techniques for multid@mary
optimization are becoming feasible for hypersoniobfems, and extended simulation objectives, suzithe
incorporation and propagation of uncertainties thi simulation process are being considered. Hewéwv spite of
the availability of increasingly capable hardwane,order to realize the full benefit of these neimnudation
capabilities, there are several issues which masaddressed. The first issue relates to the neéupgmve the
reliability and robustness of current analysis tdliges. Secondly, improved automation of prodantilevel
simulations will be imperative, and finally, thevdéopment of strategies for effectively harnesdimg capabilities
of rapidly advancing and changing hardware archites will be required.

A. Approachesfor Robust and Reliable Simulations

As hardware and simulation capabilities advanoe need for ensuring reliable and robust simuladisttomes
becomes increasingly important. For more complexufations which incorporate increasingly complichte
physical models, the failure of any of the growmgmber of simulation components has the potertiahtalidate
the entire simulation. For example, the importasicgansition location for determining hypersohigating rates is
well known. However, it is unlikely in the near dué that first-principles simulations of transiti¢es opposed to
stability analyses based on a perturbation andlyglsbecome incorporated in production enginegritrypersonic
simulations. Therefore, elaborate and computatipnekpensive hypersonic simulations incorporatirighty
resolved meshes and sophisticated physical modelschemistry, radiation, ablation, fluid-structuinteraction)
may easily be invalidated if the transition models to provide accurate transition locations. @bgious approach
to this problem is to invest more effort into thevdlopment of reliable transition models, althotigk will also be
complicated by the increasingly complex flow phgdieing considered by such simulations. An alterapproach
which can be considered in the presence of additicomputational power is the quantification of theertainty in
the simulation outputs due to the transition modeiis can be achieved through brute-force MonteldCar
techniques, running a large number of possible at@rsimulations, or through the incorporation ehsitivity
analysis techniques, which enable the propagafiompot or model parameter uncertainties throughgimulation
process in order to obtain uncertainties in theuttion output objectives. Here the effect of transition model
has been taken as an example, but this approadbecased for any of the variety of physical modedtsch are part
of the hypersonic simulation process. For exanthke effect of uncertainties in chemical reactioie reonstants on
performance objectives can be assessed in thisanaoneven the uncertainty entailed through théssion of
specific reaction rates (or any other physical pmeena) can be assessed. The development of thess of
uncertainty quantification methods should proveec useful tool for guiding future investment demms on which
physical models need to be incorporated and/onedffor improving our predictive ability of specifengineering
objectives. The work of Wright, Bose, and CHaprovides an excellent example of the use parametrcertainty
analysis to determine the sensitivity of a flowdiéo the model uncertainties.
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B. Advanced M ethods L eading to Automated Solutions

The increased productionalization of hypersonigvfedmulations made possible though more capabigaber
hardware for tasks such as data-base filling, pat@msweeps, or multi-objective optimization, patiditional
emphasis on automation and means that user int@yuein selected cases will no longer be feasiBle.shown
above, one of the well known difficulties with higbeed flow simulations is in the sensitivity o thurface heating
results to details of the shock capturing process the grid design/shock-alignment. Current wisdooids that
shock capturing using tetrahedral elements leadgsotwr surface heating predictions, thus requiring tise of
hexahedral elements in these regions, as well @skm®wledge for aligning these mesh elements Wighshock
position®’ However, because hexahedral elements are notswiédid for meshing complex geometries, the most
effective approach for hypersonic simulations ahpticated configurations relies on the use of hylthexahedral-
tetrahedral unstructured meshes constructed wigheat deal of user intervention and expertise é@aling the
different types of elements, and for aligning thesmwith strong shock features. Cleary, full autibomaof the grid
generation process is desirable if not necessagrder to enable ubiquitous simulations of varigeometrical
configurations over a wide range of flow conditiomiere are currently two possible approachesddressing this
problem. The first approach concentrates on deyisliscretizations which are less sensitive to tyetand
alignment of the mesh in the shock region. One@ggh in this direction is found in the developmehtruly
multi-dimensional approximate Riemann solvers fse wn unstructured mesHes. Another possibility involves
the use of high-order methods, such as disconts@alerkin discretizations, which are capable d&fsell shock
resolution, thus minimizing the shock / mesh faueraction regior***> However, both of these approaches are
still in their infancy and require substantial et development in order to be deployable to pridoengineering
simulations. An alternate approach can be fountthendevelopment of mesh optimization proceduregralby the
mesh is locally modified in a solution-adaptive manto align with the developing shock front. Altlgh such
techniques have been demonstrated in two dimenSidhfor three-dimensional problems, in the event tetcaal
elements are initially located in shock regiongliidnal techniques will be required to automaticaémove or de-
emphasize diagonal faces which intersect the spoafie, resulting in the formation of prismatic bexahedral
aligned cells in these regions. A variant strateggsists of computing the sensitivity of the prpadi simulation
objective (e. g. surface heating) with respecth® mesh point coordinates, through an adjoint tatiom, and
attempting to optimize the mesh configuration idesrto reduce the error in the objective. This apph, which
offers prospects for increased automation, has deemonstrated in two dimensions, although it dossaddress
the elimination of diagonal faces as required in
three-dimensions. A longer term and more
ambitious goal is the complete automation of the
grid generation process, through adaptive mesh
refinement (and movement) techniques driven by
adjoint-based functional output error estimation
techniques. In this scenario, an initial generic
coarse grid with minimal user input (and no
knowledge of anticipated flow features) is used
as a starting point, and is adaptively refined
throughout the flow solution process, until the
desired accuracy in the simulation objective of
interest is achieved, as determined by the
adjoint-error  estimation procedure. This
approach has been demonstrated successfully for
other demanding aerodynamic flow problems
such as  three-dimensional  sonic-boom
applications®® and is currently being
investigated in the context of discontinuous
Galerkin discretizations for hypersonic flows in
two dimensiong®?! However, such an approach
will most likely require a numerical method that
is less sensitive to the grid alignment than
Figure 9: Evolution of a compressible shear layer  current methods.

computed with a standard 3" order accurate upwind As our field moves toward unsteady hybrid

biased method (top) and the low-dissipation method RANS-LES and LES approaches, a greater

(bottom); density is shown. premium will be placed on solution accuracy.
7

American Institute of Aeronautics and Astronautics



Current practices involve the use of high-order paat differences with some form of limiting, filleg, or
weighted ENO smoothing to control high frequencyoemear strong gradients. Impressive results Haeen
obtained with this approach, but it is necessditihjted to simple geometries. Furthermore, the dangn-localized
stencil used in these methods requires that lignitthapplied in large fractions of the flow (ancegisely in the
regions of interesting flow physics). Great carestmioe taken in the development and testing of te¢hous to
ensure high accuracy solutiofisDiscontinuous Galerkin discretizations offer atemlate strategy for achieving
high order accuracy based on a compact neareshbwigstencil, offering the possibility of sub-cedhock
resolution, and thus reducing the extent of acguraduction due to limitinj*>?®or added artificial dissipatiotr;*
although robustness and efficiency concerns reméthese methods.

A different approach is taken in Ref. 23, in whiahhigh accuracy, low dissipation method is deritgd
imposing a secondary conservation constraint oml¢hivation of the numerical flux function. The uétisrg method
is second-order accurate in space and time (faandbr extensions are possible), but more impostamtany
practical problems can be solved without any flimxiting. Figure 9 shows a compressible mixing lagemputed
with a standard third-order upwind-biased flux ath@ new Kkinetic-energy consistent flux. See Ref. f@d
application of this approach to the hybrid RANS-L&Sscramjet combustor flow. Clearly in Fig. 9, thés a huge
increase in the range of length scales resolvethbynew approach, and this is an illustration #aturacy and
order of accuracy are two different measures oéthod’s quality.

The ultimate utility of these approaches will degh@m detailed code-to-code comparisons and vatidatiith
high-quality experimental data. Some promising Iteson simple hypersonic problems have been obdaibet it
will be some time until the new methods have beatuated and proven on complex geometry flows.

C. Toward Billion Element Simulations

The second principal requirement for advancing hsqac simulation capabilities rests on devisingtsigies
for harnessing the power of rapidly advancing cot@parchitectures. By all current accounts, thth gawards
increasingly high performance computing involvedically higher levels of parallelism. This is eegit in the rapid
growth in the number of cores in current and planteadership class machines, many of which comgra®a
100,000 to 1 million cores, due to the emergencendficore architectures, as well as the appearah@PUs and
Cell processors which achieve high performanceutinoextensive multithreading. At a minimum, thereuat
message-passing parallel programming paradigm heillseverely challenged by this rapidly expandingellef
parallelism, and hybrid or multi-level paralleliggnogramming models (for example using OpenMP-MPG&U-
interface-MPI models) will likely emerge as newrstards. At the same time, the availability of sahsally more
capable hardware will enable much higher resoluiamulations for increased accuracy, leading ttobilmesh cell
production calculations compared to today’s tensitifon cell simulations. However, the generatipartitioning,
handling, archiving and maintenance of such largshas promises to pose a formidable simulatioreneitk,
largely due to the slower progress of supportirfgasre and hardware, such as parallel grid germratapabilities,
disk 1/0O, and internet connectivity. In fact, thecieasing scale of such simulations poses probfenenly for the
grid generation and management portion of the sitiar, but for many other aspects as well, andfulieend-to-
end simulation, from geometry definition to flowsualization and engineering design, must be autdnat a
comprehensive approach. This will necessarilyudelnot only parallel mesh generation and adapéfisrement,
but also parallel access to detailed geometry (CA&xcription, parallel simulation and optimizati@md in-situ
visualization techniques, all of which combine tbviate the need for large data migration betweeapatiate
computer architectures.

On the other hand, the advent of rapidly expandiéngls of parallelism for hypersonic flow simulat®poses
additional challenges for problems in which extregnid resolution may not be required, but whereusation costs
remain high, as in the case of unsteady simulationaulti-objective design optimization problemis such cases,
spatial decomposition alone may not provide sudfiticoncurrency to adequately scale on tens or redsdof
thousands of cores, and additional opportunitiegp&rallelism will need to be investigated. Thiaynbe achieved
through parallel coupled physics solvers, wheréediht physics simulation components are solvediéameously
in a loosely coupled fashion, through the use aicegtime parallelization strategies for long-tinmtegration
unsteady problems, or through managing multipléaimses of the simulation code for multi-objectiy@imization
problems.

The use of alternate discretizations offers anotigproach for dealing with radically higher levet$
parallelism. Higher-order methods, such as disoanus Galerkin discretizations (DG) have been shtavscale
extremely well on large numbers of processors oes;ceven for relatively coarse mesfiedhis is due to their use
of a compact stencil with relatively expensive lmgal dense matrix operations within each mesh eigror cell.
The superior accuracy afforded by the asymptotimperties of these discretizations should also priovéoe
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beneficial for complex hypersonic simulations. tidé¢ same time, DG methods offer the potential éieving many
of the mesh generation and data-handling bottleheokntioned previously, due to the fact that thelieve
equivalent or superior accuracy on much smaller hegs effectively replacing billion cell second-arde
approximations with million cell high-order approations. Additionally, these methods can be thoadlats data-
compression techniques, where the final solutiorejsesented by a relatively small number of madefficients
which are used to reconstruct a high-order polyabrsolution, rather than the large number of samgpfpoints
required for accurate low-order solution represona, thus simplifying the data transfer problear fighly
resolved simulations. However, the success of-bigler discretizations is predicated on a smootiabier of the
solution, which is often not the case for hypersditdw problems, which naturally involve near distiouous
phenomena such as shock waves and slip lines. eftiney much effort has been devoted to enablingtifigy
filtering, or diffusive approaches for feature aaptg for DG discretizations in high-speed flowé:?® The long
term success of these methods will ultimately hiongeprospects for efficient and robust shock capguand
solution, including automated adaptive proceduaesurate geometry definition and querying, and grosessing
capabilities which capitalize on the efficient canpdata-representation inherent in higher ordehoats.

V. Concluson

Our field is highly multi-disciplinary and our prms are dominated by tightly coupled non-linedeat —
perhaps more so than in any other engineeringpdiisei This makes the numerical simulation of hygoaic flow
very demanding in terms of computational resoueres the required sophistication of the numericathods. We
have made great progress in the development ofigdlysmodels and robust simulations for the numérica
simulation of hypersonic flows, but the best is ieettcome and there are many outstanding puzzlée tsolved.
Advanced numerical simulations are going to playnajor role in the solution of these problems andha
discovery of new hypersonic flow physics.

The increase in computer performance has obviodsiyen much of our advances, but the continuing
development of numerical methods has certainly tzdaast as important. As we move to new everetasgale
computers, numerical method development is goingldg an increasingly important role in extractiggsonable
fractions of the theoretical performance from thesehines. We must work on methods that produde-diglity
solutions that are less sensitive to the alignnodnthe grid with the bow shock and other grid infpetions,
particularly as we require automated solutionsdiptimization. We can debate about which particalagproaches
are most likely to succeed, but ultimately the lvafitemerge, and it is likely and healthy thatrdevill be a mix of
approaches.

Finally, although not specifically emphasized instipaper, an important consideration for the camth
improvement of hypersonic flow simulations involvé®e need for high-quality experimental data-setsighed
specifically for code validation.
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