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Happy Birthdays

• Great accomplishments

• Great opportunity for a symposium

– Thanks to the organizers

Pictures at 60 years of age



Overview of my Talk

• Focus on Antony Jameson’s contributions and 
impact

• Not too technical
– Challenge 1: No equations

– Challenge 2: No results from me
• Use as much as possible Jameson material

• Personal experience

• Thoughts about future 
directions/opportunities



Antony Jameson’s Contributions

• > 500 papers on Stanford site
❑ Discretization schemes 

❖ JST, but many others

❑ Convergence acceleration/Solvers 
❖ Enthalpy damping, Residual smoothing, Multigrid, etc.

❑ Adjoint methods/Design Optimization
❑ Implicit Time Stepping 

❖ Dual Time stepping, Time Spectral, Implicit RK

❑ High Order Methods (DG, FR …)
❑ FLO, SYN and AIRPLANE codes



Antony Jameson’s Impact
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The 
Laundry 

List (circa 
1983)

• Unsteady Flows

• Multiblock Meshes

• Overset Meshes

• Navier-Stokes methods

• Complex geometries 
(unstructured meshes)

• Convergence acceleration 
(multigrid)

• Others, I can’t remember…
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Complex Geometries

• Goal: Full Aircraft Code
– Initial work focused on block structured grids

– Rich Pelz had shown full potential equation on 2D 
triangular meshes

– I was tasked with solving Euler equations on 2D 
triangular meshes
• Initial results looking promising

– Jameson/Baker start focusing on solution of Euler 
equations on 3D tetrahedral meshes
• Initial Airplane code paper in 1985

• I begin to wonder what my thesis contribution will be…
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Circa 1987

• 2nd “Airplane” Paper
• Delaunay triangulation
• Unstructured mesh Euler 

solver
– JST Sheme
– Explicit Runge-Kutta
– Implicit residual 

smoothing
– Enthalpy damping



1987 Jameson Airplane Paper

• Unstructured tetrahedral mesh
– 35,370 points, 181,959 tetrahedra
– Mesh generation: 15 minutes 

• No mention of geometry issues

– Flow solver : 1 hour on 1 processor of CRAY-XMP
• Vectorized, later parallelized for CRAY-XMP/YMP
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Circa 1999 (12 Years later)

• PETSc-FUN3D wins 
1999 Gordon Bell prize



1999 High Lift Paper

• Coarse Mesh: 3 million 
points

• Fine mesh: 25 million 
points

• RANS simulation on up 
to 1500  CRAY-T3E 
processors
–  c/o Rob Vermeland
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1999 High Lift Paper

• Reasonable agreement with experimental force data

• Easier take-off configuration



37 Years Later
HLPW5 Fixed Grid RANS TFG

Exclusively Unstructured Meshes

Reproduced from HLPW5 Fixed Grid RANS TFG Presentation



HLPW5 WMLES TFG Results and 
Summary  Presentation



HLPW5 WMLES TFG Results and 
Summary  Presentation

Another paradigm shift, ~40 years later?
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List (circa 
1983)

• Unsteady Flows

• Multiblock Meshes

• Overset Meshes

• Navier-Stokes methods

• Complex geometries 
(unstructured meshes)

• Convergence acceleration 
(multigrid)

• Others, I can’t remember…



• 1983 Copper Mountain MG Conference:

Convergence Acceleration



MG for 2D Euler on 
Unstructured Meshes
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MG for 2D Euler on 
Unstructured Meshes

• Looks quaint today…
• But what I learned as a grad student:

– Delaunay triangulation, Voronoi diagrams and 
mesh smoothing

– Discretizations, FV and FEM
– Residual smoothing
– Multigrid methods
– Fast search algorithms for mesh interpolation
– Vectorization (Cyber 203, Convex)
– Computer graphics (move/draw)
– IBM, CDC, Unix OS
– The CFD obsession…
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Thesis Acknowledgements:
“… the perfect balance between academic freedom 
and expert guidance which has been afforded to me”



Illustration of Multigrid Efficiency
Easy test case

• F6 Wing-body (DPW3)
• Mach=0.75, Incidence=1deg, Re=3 million
• Prism-Tet Mesh: 1.2 million points (~3 million elements)



NSU3D Solutions for WB Test Case
1.2 million points on 128 cores

• Single grid solver is slow to converge
• FAS MG is much faster
• Linear MG is fastest
• Newton-Krylov takes only 88 nonlinear steps

–  



NSU3D Solutions for WB Test Case
1.2 million points on 128 cores

• Single grid solver is slow to converge
• FAS MG is much faster
• Linear MG is fastest
• Newton-Krylov takes only 88 nonlinear steps

– But cost is higher due to slow initial convergence



NSU3D for HLPW2 Mesh Refinement Study 
(More Difficult)

• Mach=0.175, Incidence=16deg, Re=15 million
– Coarse Mesh: 10 million points
– Medium Mesh: 30 million points
– Fine Mesh: 75 million points



NSU3D for HLPW2 Mesh Refinement Study

• FAS MG converges fully only on coarsest mesh
• Linear MG converges on coarse/medium, stalls on fine mesh
• Newton-Krylov converges fine mesh at considerable extra cost

– Time-averaged forces from Linear MG on fine mesh very close to 
Newton final values
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Hierarchy of Solvers
• FAS Multigrid

– Fast when works
– No tuning parameters

• Linear Iterative Solver (MG, GS, Lines, etc)
– Somewhat more robust
– Some tuning parameters 

• linear tol. , inner cycles, CFL ramping

• Newton-Krylov 
– Most robust
– Even more tuning parameters…
– Considerably slower when other methods converge
– Effective in final stages of convergence
– Slow initial convergence
– Forces/moments only converge at end !

• Importance of improved solver technology
– For ALL CFD  DISCRETIZATIONS
– For MDA/MDAO



Future Potential of MG Solvers
• Non-linear (FAS) multigrid has fallen out of favor for stiff problems
• Concept of non-linear solvers with local linearization remains 

appealing
– Well suited to new hardware characteristics
– Multigrid/Multi-resolution concept remains very powerful
– More work is needed in these areas

• Jameson et al. continued interest in these areas
– Fast Preconditioned Multigrid Solution of the Euler and Navier-Stokes equations for Steady, Compressible 

Flows.  David Caughey & Antony Jameson. International Journal for Numerical Methods in Fluids, Vol. 43, 2003. 
Pages 537-553.

– Monotonicity Preserving Multigrid Time Stepping Schemes for Conservation Laws.  Justin W. L. Wan & Antony 
Jameson. Computing and Visualization in Science, Vol. 10, 2007.

– p-Multigrid Spectral Difference Method For Viscous Compressible Flow Using 2D Quadrilateral Meshes.  Sachin 
Premasuthan, Chunlei Liang, Antony Jameson & Z. J. Wang. AIAA Paper 2009-950, 47th AIAA Aerospace Sciences 
Meeting including The New Horizons Forum and Aerospace Exposition, Orlando, Florida, Jan. 5-8, 2009.

– Convergence Acceleration of High Order Numerical Simulations using a Hybrid Spectral Difference / Finite Volume 
Multigrid Method.  Y. Allaneau, L. Y. Li & A. Jameson. ICCFD7-1606, 7th International Conference on 
Computational Fluid Dynamics (ICCFD7), Big Island, HI, July 9-13, 2012.

– A study of multigrid smoothers used in compressible CFD based on the convection diffusion equation.  Philipp 
Birken, Jonathan Bull & Antony Jameson. ECCOMAS Congress 2016, VII European Congress on Computational 
Methods in Applied Sciences and Engineering, M. Papadrakakis, V. Papadopoulos, G. Stefanou, V. Plevris (eds.), Crete 
island Greece, 5-10 June, 2016.

– The Design of Steady State Schemes for Computational Aerodynamics.  F. D. Witherden, A. Jameson and D. W. Zingg. Handbook of 
Numerical Analysis, Vol. 18, Chapter 11, pp. 303-349, Editors: Remi Abgrall, Chi-Wang Shu, Elsevier B.V., January 18, 2017. 
http://dx.doi.org/10.1016/bs.hna.2016.11.006.

– Nonlinear p-Multigrid Preconditioner for Implicit Time Integration of Compressible Navier-Stokes Equations with p-
Adaptive Flux Reconstruction.  L. Wang, W. Trojak, F. D. Witherden and A. Jameson. Journal of Scientific 
Computing, doi: 10.1007/s10915-022-02037-w, 9 November, 2022.

http://aero-comlab.stanford.edu/Papers/fulltext.pdf
http://aero-comlab.stanford.edu/Papers/fulltext.pdf
http://aero-comlab.stanford.edu/Papers/wan_jameson.pdf
http://aero-comlab.stanford.edu/Papers/AIAA-2009-950-903.pdf
http://aero-comlab.stanford.edu/Papers/ICCFD7-1606.pdf
http://aero-comlab.stanford.edu/Papers/ICCFD7-1606.pdf
http://aero-comlab.stanford.edu/Papers/BirkenBullJamesonECCOMAS16.pdf
http://aero-comlab.stanford.edu/Papers/2017_handbook_num_ana_ch11.pdf
http://aero-comlab.stanford.edu/Papers/wang_trojak_witherden_jameson_jsc_2022.pdf
http://aero-comlab.stanford.edu/Papers/wang_trojak_witherden_jameson_jsc_2022.pdf
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HLPW5 WMLES TFG Results and 
Summary  Presentation

Another paradigm shift, ~40 years later?
Or an opportunity for MG for moderate CFL implicit systems?







Jameson 60th Symposium, Ithaca NY, November 1994
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- Keep doing research; 

- Stay with the problem; 

- Keep running cases; 
- Code, and code clearly; 

- First solve fast, then solve well; 
- Publish in a concise and 

reproducible way.



Contributions and Lasting Impact

• Pioneering Technical Contributions
• Impact on industry
• A diverse international community of like-minded 

researchers
– Unlike any other formal org. (AIAA, SIAM, NASA, etc.)

• The Jameson Way
– John C. Maxwell is the person who famously said, 

"The true measure of leadership is influence - nothing 
more, nothing less," essentially stating that success 
should be measured by how many people you 
influence.
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Thank you
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